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ABSTRACT
We present an assessment of how microseismic moment magnitude, MW, estimates
vary with the method and parameters used to calculate seismic moment. This is an
important topic for operators and regulators who require good magnitude estimates
when monitoring induced seismicity. It is therefore imperative that these parties know
and understand what errors exist in given magnitude values, something that is poorly
reported. This study concentrates on spectral analysis techniques and compares MW

computed in the time and frequency domains. Using recordings of MW > −1.5 events
at Cotton Valley, east Texas, the maximum discrepancy between MW estimated using
the different methods is 0.6 units, a significant variation. By adjusting parameters in
the MW calculation we find that the radiation pattern correction term can have the
most significant effect on MW, generally up to 0.8 units. Following this investigation
we make a series of recommendations for estimating microseismic MW using spectral
methods. Noise should be estimated and removed from recordings and an attenuation
correction should be applied. The spectral level can be measured by spectral fitting
or taken from the low frequency level. Significant factors in obtaining reliable mi-
croseismic MW estimates include using at least four receivers recording at ≥1000 Hz
and making radiation pattern corrections based on focal mechanism solutions, not
average values.

Key words: Microseismic monitoring, seismic moment, moment magnitude, spectral
methods.

1 INTRODUCTI ON

Seismic moment, M0, and moment magnitude, MW, are impor-
tant parameters in monitoring induced seismicity because the
dimensions of activated fractures and an estimate of the seis-
mic energy release can subsequently be derived. For hydraulic
fracturing or geothermal exploration projects this allows oper-
ators to assess the extent of the stimulated rock volume and the
efficiency of injection activities (Maxwell et al. 2006; Shapiro
et al. 2011). Ideally operators would like to observe many
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small events (MW < 0), indicating increased fracture density
around the injection point, and no larger events (MW > 0)
because this could indicate that pre-existing faults are being
activated, which may lead to a dissipation of injection fluid
and increased seismic hazard. To assess seismic hazard an es-
timate of the expected magnitude of induced earthquakes can
be determined by assuming the Gutenberg–Richter law for
frequency–magnitude distribution (e.g., Shapiro et al. 2011;
Dinske and Shapiro, 2013). This model is given by

logN = a − bM, (1)

where N is the number of earthquakes with magnitude greater
than M and a and b are constants to describe the equa-
tion of a straight line when plotted semi-logarithmically. The
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‘b-value’ is the slope of the line and globally, for naturally oc-
curring earthquakes, b ∼ 1. Variations in b-values are being
used to characterize the stress regime (Schorlemmer, Wiemer
and Wyss 2005) and hydraulic stimulation complexity (Wes-
sels et al. 2011). To verify the Gutenberg-Richter law and
obtain accurate b-values, it is obviously important that con-
sistent magnitude estimates are available.

For regulatory regimes where injection activities depend
on the magnitude of induced events, estimates of the size of an
induced seismic event are also important. Such a ‘traffic-light’
system has been adopted for gas injection in the Netherlands
(Dost et al. 2012) and has been proposed to regulate hydraulic
fracturing activities in the UK (Green, Styles and Baptie 2012;
Davey 2012). If magnitude-dependent traffic-light systems are
to be imposed, then it is important that regulators understand
why uncertainties in reported magnitudes exist and how large
these uncertainties might be.

Various methods exist to estimate magnitude. Empirical
methods have long been employed, for example in local mag-
nitude scales (e.g., Richter 1935). However, MW estimates,
derived from M0, are required to study the physical properties
of earthquakes, such as source parameters and scaling rela-
tions, because these properties cannot be deduced from em-
pirical scales. Unfortunately earthquake magnitudes are often
reported without any indication of the type of magnitude or
how the magnitude is calculated. This lack of information
makes it difficult to compare datasets or verify results. Seis-
mic event magnitudes are routinely estimated for earthquakes
induced by industrial activities such as hydraulic fracturing,
geothermal exploration, waste water injection or CO2 seques-
tration, but these values are usually given without any process-
ing information or any indication of errors in M0 estimates.

The aim of this paper is to assess the importance and
influence of different parameters on estimated MW. Under-
standing the effect of using different methods to calculate
magnitudes will aid operators to assess the usefulness of stim-
ulated volume estimates and allow regulators to understand
what errors there might be in reported magnitude estimates
when they come to enforce traffic-light systems for opera-
tions. There has been little previous discussion in the hydraulic
fracturing community of the errors in estimated microseismic
magnitudes and how this might affect operations. Shemeta
and Anderson (2010) report large variations in magnitudes
calculated by different processors for one dataset and discuss
why this might be. Studies quantifying the effect of different
approaches to model earthquake spectra and to estimate M0

also report significant differences for individual earthquakes
(Ide et al. 2003; Oye, Hilmar and Roth 2005; Sonley and Aber-

crombie 2006), although these studies concentrate mostly on
attenuation, Q, effects on spectra and the resulting impact on
source parameters such as stress drop and apparent stress. In
the present study we assess variations in MW estimated using
spectral analysis because this is the method currently routinely
used in microseismic studies of induced seismicity.

2 M A G N I T U D E C A L C U L A T I O N S

Richter (1935) developed the original local magnitude scale
for earthquakes in California and recorded by a Wood–
Anderson seismograph. Further magnitude scales have been
developed and proposed for different regions, instruments
and source–receiver distances. These scales use maximum
recorded amplitudes, A, of seismic waves as a measure of
earthquake size, and their general form is given by

M = log(A/T) + F (h,�) + C, (2)

where T is the dominant period; F is a correction for the vari-
ation in amplitude with earthquake depth, h, and distance, �,
from the recording instrument; and C is a scale factor depen-
dent on the region of interest. Since these magnitude scales
are empirical they do not allow the derivation of any physical
earthquake properties. To resolve this issue, the moment mag-
nitude scale was proposed by Hanks and Kanamori (1979):

MW = 2
3

log M0 − 6.0, (3)

with M0 in Nm. Estimating M0 requires more complicated
analysis than measuring A, which is why local magnitude
scales are still often used and empirical relationships have
been developed to relate the two scales (e.g., Pearson 1982;
Edwards et al. 2010). However, to investigate the physical
properties (e.g., source parameters) of induced and natural
seismicity, M0 must be estimated and therefore MW used.

1 S E ISMIC M OMENT CALCULATIONS

M0 is the best measure of earthquake size and is defined as

M0 = μD̄S, (4)

where μ is the shear modulus and D̄ is the average slip
on the fault with area S. M0 can be calculated through
spectral analysis or waveform inversion. For large earth-
quakes, M0 is routinely calculated through waveform inver-
sion by the Global Centroid-Moment-Tensor (CMT) Project
(www.globalcmt.org; Dziewonski, Chou and Woodhouse
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1981; Ekström, Nettles and Dziewonski 2012). For micro-
seismic events, spectral analysis methods are more often
used to calculate M0 (e.g., Urbancic et al. 1996; Kwiatek
et al. 2011), although full waveform inversions for moment
tensor solutions have recently been, and are currently, un-
der development (Song and Toksöz 2011; O’Toole et al.

2013).
M0 can be estimated from seismograms using recordings

in the time domain or frequency domain and we investigate
both these methods to provide general recommendations on
MW calculation and to illustrate the relative effect that differ-
ent parameters have on magnitude estimates. This study does
not consider the conversion of empirical magnitude scales to
MW because these scales are region dependent and the conver-
sions for small and microseismic magnitudes are discussed by
several authors (e.g., Pearson 1982; Jost et al. 1998; Clinton,
Hauksson and Solanki 2006; Edwards et al. 2010; Bethmann,
Deichmann and Mai 2011).

3.1 Time domain calculations

As given by Aki and Richards (2002), the far-field displace-
ments from a point source for P- and S-waves in a homoge-
neous whole space are

u(x, t) = RP,S

4πρv3r
Ṁ0

(
t − r

v

)
(5)

respectively, where RP,S are the P- or S-wave radiation pattern
correction terms, ρ is the rock density, v is the P- or S-wave
velocity, r is the source–receiver distance and Ṁ0

(
t − r

v

)
is

the moment rate function. Figure 1 (b) illustrates the model
moment rate function in the time domain. Body-wave radi-
ation patterns are non-uniform, but if no focal mechanism
solution is available then the average radiation pattern cor-
rection, R, 0.44 for P-waves and 0.60 for S-waves (Boore
and Boatwright 1984), can be used. The seismic moment can
then be estimated from the average P- and S-wave moments
given by

M0 =
4πρv3r

∫ t2
t1

u(t)dt

R
. (6)

This calculation approximates geometrical spreading as 1/r

(valid for the short distances in the calculations below) and
assumes recordings are corrected for instrument response. If
the receiver is at the surface, a free-surface correction must
also be made (Aki and Richards 2002).

Thus, to estimate M0 in the time domain, the seismo-
gram must be converted to displacement and integrated over

0 → ∞. In practice the integral is over the length of the dis-
placement pulse, between times t1 and t2 (as illustrated in
Fig.1 (a,b)). The main factors affecting this calculation are
the accuracy of the arrival time pick (t1), the estimated pulse
width (t2 − t1), the signal-to-noise ratio (SNR) and any arte-
facts resulting from the conversion to a displacement seis-
mogram. Due to scattering, the energy does not arrive as a
single pulse on the displacement seismogram, and t2 is chosen
to include this scattered energy, which results in a window
usually about 2 cycles long. It should also be noted that the
estimate of M0 in equation (6) is uncorrected for intrinsic
attenuation (Q).

3.2 Frequency domain calculations

A Fourier transform allows M0 to be estimated in the fre-
quency domain (see Fig. 1(c)) and the equivalent of equation
(6) is

M0 = 4πρv3r�0

R
, (7)

where �0 is the low frequency level of the amplitude spectrum
and is equal to the area under the displacement pulse. This can
be measured directly from the amplitude spectra assuming low
frequencies are correctly recorded. Alternatively, the spectral
level can be estimated by fitting a source model spectrum to
amplitude spectra. The most frequently applied source models
are:

1. the Brune (1970) model,

�( f ) = �0e−(π f t/Q)

[1 + (f/fc)2]
, (8)

where t is the travel-time, f is the frequency and fc is the
corner frequency;

2. the Boatwright (1980) model of the form,

�( f ) = �0e−(π f t/Q)

[1 + (f/fc)4]1/2
. (9)

A fitting algorithm to solve for �0, fc and Q simulta-
neously allows further investigations into source parameters
and scaling relationships and provides a measure of intrinsic
attenuation.

4 C A S E S T U D Y – C O T T O N V A L L E Y

To conduct this experiment to vary input parameters and ob-
serve their effect on magnitude estimates, we use microseismic
data recorded at Cotton Valley, east Texas, USA. This dataset
was chosen because it includes 30 microseismic events located
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Figure 1 Earthquake model in the time and frequency domains. (a) The moment time function, M0(t), is the change in moment due to
earthquake slip along a fault. This increases over the duration of the event, between times t1 and t2. (b) The seismic moment rate function,
Ṁ0(t), is proportional to the far-field displacement pulse (Aki and Richards 2002). (c) In the frequency ( f ) domain, the moment rate spectrum
is the Fourier transform of Ṁ0(t). At low frequencies the spectral amplitude becomes constant and is proportional to seismic moment. fc is the
corner frequency. FFT is the fast Fourier transform.

less than 1 km from the receivers and with reported magni-
tudes > −1.5 (Rutledge, Phillips and Mayerhofer 2004) and
has some recordings with good SNR. In addition, two bore-
hole arrays were in operation and all 30 events used were
recorded by at least 11 receivers, thereby allowing a test of
how the array configuration might affect magnitude estimates.
Since MW for these events were reported by Rutledge et al.

(2004) we can compare independent estimates of magnitude.
Rutledge et al. (2004) applied Andrews’ (1986) spectral anal-
ysis technique to estimate M0 and reported mean MW values
obtained from P- and S-wave recordings from several sta-
tions. In this method a Brune spectrum is assumed and �0 is
given by

�2
0 = 4S(3/2)

D S(−1/2)
V , (10)

where SD is an integral of the displacement power
spectrum and SV is an integral of the velocity power
spectrum.

Rutledge et al. (2004) also calculated focal mechanism
solutions for the events studied here. This allows us to demon-
strate the effect on MW of assuming an average radiation pat-

tern for all recordings compared with using the corrections
given by Aki and Richards (2002). It should also be noted
that Rutledge et al. compute double-couple solutions only
and any non-double-couple components would result in er-
rors in the radiation pattern coefficients used here. However,
for the purposes of assessing the dependence of MW estimates
on radiation pattern corrections, the double-couple solutions
provide suitable data.

A series of six hydraulic fracture tests were conducted in
the Carthage Cotton Valley gas field in east Texas in 1997.
This was done to test fracture imaging methods, including
microseismic methods, and microseismic data were collected
and processed in two wells (Mayerhofer et al. 2000). Figure 2
shows the location of the 20 geophones in Arrays 1 and 2 used
in this study and the related treatment interval. The locations
of the 30 events studied here with MW > −1.5 (as given by
Rutledge et al. 2004) are also shown in Fig. 2. Array 2 spans
the treatment interval and the event depths and therefore,
combined with a second array, provides good coverage to
record the seismicity. The data are recorded at 1000 Hz by
30 Hz geophones (Walker 1997).

C© 2014 The Authors. Geophysical Prospecting published by John Wiley & Sons Ltd.
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Figure 2 Horizontal location (a) and depth section (b) of microseismic events (circles) relative to the geophone arrays, 1 and 2, shown by the
triangles. The triangles in (b) show the individual geophones used in this study. The cyan square in (a) and cyan line in (b) show the horizontal
location and depth of the relevant injection treatment, respectively. The colour of the circles indicates the event number in chronological order.

(a) (b)

Figure 3 (a) Example time domain calculation with a displacement S-wave seismogram using a time window between t1 and t2. (b) Example
smoothed S-wave amplitude spectrum of time window in (a) (blue line) with the best-fitting Brune model (red line). A Boatwright model with
the same �0, fc and Q is also shown for illustrative purposes (green line). The noise spectrum is given by the black dashed line.

5 D A T A T R E A T M E N T

In the processing of the seismograms we remove the mean; ro-
tate the seismograms into the P, SH and SV directions; and
convert to displacement seismograms. An appropriate time
window is then chosen to perform M0 calculations. This de-
pends on the source–receiver distance and earthquake mag-
nitude because larger magnitude events have longer source
durations, and a longer coda develops the further the waves

travel. The start of the time window, t1, is the arrival time
for the P- or S-waves, and the end of the time window, t2,
is at 2+ cycles of the P- or S-wave seismograms, while the
signal is visible above the noise level. This is to maximize the
event energy included in the calculation while minimizing the
contribution of other sources of energy. Figure 3(a) shows
an example displacement seismogram to illustrate the time
window selection for the M0 calculations, given by equation
(6).

C© 2014 The Authors. Geophysical Prospecting published by John Wiley & Sons Ltd.
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For the frequency domain calculations, after a Fourier
transform zero-padded to a length of 2048, the amplitude
spectra are smoothed using a five-point window, and the
P-wave pre-signal noise is subtracted from the spectra; an
example is shown in Fig. 3(b). We then estimate M0 using
equation (7) with �0 estimated by four different methods.
Two of these estimates derive from least-squares best-fit Brune
(1970) and Boatwright (1980) models, as given by equations
(8) and (9), respectively. The difference in shape between the
two models is illustrated in Fig. 3(b). The methodology used
is similar to that described in Abercrombie (1995) and Pre-
jean and Ellsworth (2001). First a grid search was conducted
to find approximate values for �0, fc and Q. Subsequently,
a Levenberg–Marquardt algorithm was applied to find the
best-fitting model.

The final two estimates for �0 were obtained from di-
rect estimation of the low frequency level of the amplitude
spectrum. For these estimates an average of the amplitude
spectrum between 40 Hz and 50 Hz was taken with spectra
corrected and uncorrected for Q. The Q values were taken
from the results of the Brune model fit. The spectral level
was not taken at lower frequencies and we do not perform
least-squares fits below 30 Hz because we do not correct for
instrument response below 30 Hz. The instruments have a
flat frequency response above 30 Hz and we correct for this
in the processing. The amplitude spectra are observed to be
flat up to at least 60 Hz, and therefore taking �0 between 40
and 50 Hz gives similar results as would be achieved by using
lower frequencies.

These treatments lead to five estimates for M0 and, hence,
MW:

� Time domain estimate, Mt
W

� Brune model estimate, MBr
W

� Boatwright model estimate, MBo
W

� Directly measured �0 with spectra not corrected for Q, M�
W

� Directly measured �0 with spectra corrected for Q, M�Q
W .

In addition we compare these MW values to those esti-
mated by Rutledge et al. (2004), MR

W.
Some parameters affect the above calculations indepen-

dent of seismogram processing in the frequency or time do-
main, and in this study we consider how event location accu-
racy (affecting r ), the velocity model accuracy, the radiation
pattern correction and the rock density affect microseismic
MW estimates. We also investigate the effect the following
factors have on the calculations:

� the length of the time window (t2 − t1);

� the recording frequency;
� using P- and/or S-waves;
� SNR;
� the number of recording stations.

Other factors affecting magnitude calculations include
the accuracy of instrument calibration, how well receivers are
coupled to the borehole and scattering effects. The calibra-
tion of instruments and their set-up are outside the scope of
this study but it is an important consideration that should be
understood before installing microseismic monitoring arrays
(Baig et al. 2013). Scattering results in the development of
coda waves, which can be used to estimate source parame-
ters through spectral ratio techniques (e.g., Hough 1997; Ide
et al. 2003; Oye et al. 2005). Spectral ratios are not consid-
ered in this study because these methods require co-located
events with similar mechanisms and therefore are not always
applicable.

In the results presented below, MW is estimated for the
available recordings that satisfy the stated conditions. Each of
the 30 events is recorded by at least 11 receivers, providing at
least 330 potential results. However, depending on the con-
ditions imposed (e.g. , SNR > 3.0), only up to 98 recordings
meet each set of conditions and the figures below illustrate up
to 98 results.

1 MW E S T I M A T E S

6.1 Method dependence

We consider how MW estimates (averaged for P- and S-waves)
vary depending on the method chosen to compute M0 for the
Cotton Valley data. Figure 4 compares MW for the values es-
timated using the 6 methods, Mt

W, MBr
W , MBo

W , M�
W, M�Q

W and
MR

W. The estimates made in this study use recordings with
SNR > 3.0 between 30 Hz and 300 Hz and time windows
individually picked for each 1000 Hz recording, with a radia-
tion pattern correction applied based on the focal mechanism
solutions reported by Rutledge et al. (2004). These conditions
form our baseline against which we perform tests in the fol-
lowing results sections.

Figure 4(a–c) illustrate how M�Q
W estimated for individual

receivers compares to a) Mt
W, b) MBr

W and c) M�
W. The great-

est discrepancy is between the time and frequency domains
(Fig. 4a), up to 0.3 units, mostly due to the fact that the
results in the frequency domain are corrected for Q. As ex-
pected, MW estimated using Q-corrected spectra are larger
than the values estimated from uncorrected spectra, with a
maximum difference of 0.25 units and a mean difference

C© 2014 The Authors. Geophysical Prospecting published by John Wiley & Sons Ltd.
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(a) (b)

(c) (d)

(e)

Figure 4 A comparison of MW estimates obtained using different methods. In (a)–(d) MW estimated using Q-corrected spectra and the average
amplitude spectral level between 40 Hz and 50 Hz (M�Q

W ) are compared with MW estimated: (a) in the time domain (Mt
W), (b) in the frequency

domain using a Brune spectral model fit (MBr
W ), (c) in the frequency domain using the average amplitude spectral level between 40 Hz and 50 Hz

without a Q correction (M�
W), and (d) by Rutledge et al. (2004) (MR

W). The dashed cyan line in (c) is the mean difference between the MW values
in the datasets. (e) compares MW estimates in the frequency domain from Brune (MBr

W ) and Boatwright (MBo
W ) model spectra.

C© 2014 The Authors. Geophysical Prospecting published by John Wiley & Sons Ltd.
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-
-

Figure 5 The difference, �MW, between MW values estimated for recordings using a radiation pattern correction term calculated using the
Rutledge et al. (2004) fault plane solutions, M f m

W , and using an average radiation pattern correction, Mav
W (0.44 for P-waves and 0.60 for

S-waves), i.e., �MW = M f m
W − Mav

W . Also shown are the results for the average MW estimated from the average MW from the average P- and
S-wave MW at each station, averaged over all sensors available for the event.

of 0.13 units (Fig. 4c). In general, the different methods
used in this study produce MW differences <0.3 magnitude
units.

Figure 4(d) compares MR, estimated using Andrews,
(1986) method, with M�Q

W . The magnitudes published by
Rutledge et al. (2004) are for each event so we use our mean
values for each event for comparison. The MR

W estimates are
up to 0.3 magnitude units larger than our estimates and, on
average, are 0.15 units larger.

The effect of spectral model assumptions on MW values
is illustrated in Fig. 4(e), and the difference between MBr

W and
MBo

W is <0.1 units. This is expected because the �0 estimate
should be independent of the fall off in amplitude at higher
frequencies.

The maximum difference between any of the values given
in Fig. 4 is 0.6 units (comparing M�

W with MR
W), indicating

that the method used can have a significant effect. Results
using one method, M�Q

W , are presented below to illustrate
how the choice of various parameters affect MW estimates.
The so-called baseline estimates of M�Q

W in Fig. 4 are used
to make comparisons, and results are mostly presented as
deviations from these baseline MW, �MW. It is stated in the
results below where estimates differing from this so-called
baseline are presented.

6.2 Radiation pattern correction

MW values were estimated using R calculated from the fo-
cal mechanism solutions given in Rutledge et al. (2004) and
using the average values for the radiation pattern (0.44 for
P-waves and 0.60 for S-waves). The difference between these
magnitude estimates, �MW, is illustrated in Fig. 5 for P- and
S-phases separately. For the particular event mechanisms and
station configuration in this study, R deviates significantly
from the average value and this results in large variations in
estimated magnitudes, up to 1.1 magnitude units. It appears in
Fig. 5 that �MW increase with magnitude for S-waves. This ef-
fect occurs because the larger events are reported by a greater
number of more distributed sensors. Some of these sensors
are closer to a node in the S-wave radiation pattern than the
P-waves radiation pattern. Therefore, using Rcalculated from
the Rutledge et al. (2004) focal mechanism solutions affects
S-phase MW estimates to a greater extent than P-phase esti-
mates. The single result with �MW > 0.8 has an SV correction
<0.01. This highlights that the radiation pattern correction is
particularly important if the receiver is situated near a node
in the radiation pattern because R changes very rapidly with
a small change in fault plane solution or event location. Ac-
curate and precise event location and fault plane solutions

C© 2014 The Authors. Geophysical Prospecting published by John Wiley & Sons Ltd.
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The robustness of seismic moment and magnitudes estimates 9

are required to avoid large errors in estimated MW. Note,
in reporting the other results presented in this paper, the
minimum correction is set to 0.01 because if the correction
were truly smaller than this it is unlikely that the arrivals
would be observed. This only affects two SV MW estimates.

In practice, reported MW values are usually calculated as
an average of the values from P- and S-phases which, in turn,
are averaged over all sensors available for an event. If such
average values are taken, the maximum difference between
MW values estimated using R calculated from the focal mech-
anism solutions and using the average values for the radiation
pattern is reduced to 0.4 units (triangles in Fig. 5), which is a
smaller, but still significant, difference than is obtained using
values estimated for individual phase arrivals.

6.3 Time window selection

We consider how the time window (t2 − t1) chosen to
represent the signal affects MW. First, MW is estimated using
time windows picked individually for each recording (as
illustrated in Fig. 3a) so the length of these windows varies
from recording to recording. These are the so-called baseline
values. MW is also estimated using different fixed-length
windows. We test P-phase windows 0.02 s, 0.03 s and 0.04 s
in length. The maximum fixed P-phase window length was
determined by the minimum arrival time difference between
P- and S-waves, tsp. We also test S-phase windows 0.03 s,
0.08 s and 0.10 s in length.

Most P-phase estimates are within 0.2 units, irrespec-
tive of the time window length and, on average, longer time
windows give slightly smaller magnitude estimates than the
shorter time windows for S-phases (Fig. 6). The P- and S-
phase estimates each have one outlier, up to 0.4 units. These
occur because the arrivals are impulsive and the longer time
windows do not include significant extra event energy but re-
duce SNR in the selected time window. These occasional out-
liers highlight why it is important that time windows are care-
fully chosen. The maximum differences using different time
windows are nonetheless smaller than the differences between
methods (Fig. 4) or for different radiation pattern corrections
(Fig. 5). Note also that, based on the SNR criterium of SNR
> 3.0, 98 estimates of MW are available for individual time
windows but this number decreases with increasing window
length.

6.4 Recording frequency

Intuitively the recording frequency should not make a signif-
icant difference to the estimated low frequency spectral level;

(a)

(b)

Figure 6 MW estimated using different time window lengths, Mvar
W ,

compared with values estimated using time windows determined indi-
vidually for each recording, Mindiv

W , for (a) P-phases and (b) S-phases.

it should only affect attempts to estimate the corner frequency
as illustrated in Fig. 7(b). However, analysis of this Cotton
Valley dataset is restricted by the P- and S-arrival time sep-
aration, tsp. The minimum tsp in the data is 0.04 s and, at a
sampling frequency of 250 Hz, this allows only 10 samples
to be included in the P-window. A time window contain-
ing a very small number (�20) of samples can severely affect
the estimated frequency spectrum: the lower the sampling fre-
quency and shorter the time window, the lower the estimated
frequency level (Fig. 7).

C© 2014 The Authors. Geophysical Prospecting published by John Wiley & Sons Ltd.
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(a)

(b) (c)

(d)

Figure 7 (a) An example 1000 Hz seismogram resampled to 500 Hz and 250 Hz. (b) Amplitude spectra with a time window from the S-arrival
to the end of the traces in (a). (c) Amplitude spectra computed using a 0.050 s time window. (d) Amplitude spectra computed using a 0.015 s
time window.

C© 2014 The Authors. Geophysical Prospecting published by John Wiley & Sons Ltd.
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(a)

(b)

Figure 8 The difference, �MW, between MW estimated at recording frequencies of 500 Hz or 250 Hz and MW estimated at a recording frequency
of 1000 Hz, for (a) P-phases and (b) S-phases, e.g., �MW = M500

W − M1000
W . The mean values for all recordings are indicated by the dashed

lines.

To test how recording frequency affects MW estimates, the
seismograms recorded at 1000 Hz were resampled at 500 Hz
and 250 Hz and the estimates repeated for SNR > 1.5 and
individually picked time windows. For most estimates, the
P-phase values (Fig. 8a) are more affected than those for the
S-phases (Fig. 8b), which is expected because the S-phase time
windows are longer. P-phase estimates at 250 Hz are up to
0.3 units smaller than estimates at 1000 Hz. The differences
between S-phase estimates are <0.1 units. These results show
that the recording frequency can have a significant effect on
reported MW because signals are not represented correctly at
lower sampling rates.

If �0, Q and fc are to be estimated through spectral fit-
ting methods, then lower recording frequencies have a serious

effect on Q and fc estimates because corner frequencies of
microearthquakes (MW < 0) are greater than ∼100 Hz and,
as fc approaches the Nyquist frequency, fN, the amplitude
spectrum cannot be correctly represented or modelled at these
higher frequencies. Authors have made different assertions
about what fc: fN ratio is required to correctly characterize
the source (e.g., McGarr 1984; Baig and Urbancic 2010). It is
clear that, as a minimum, the condition fN > 2 fc should be
satisfied, and it is recommended that fN > 4 fc.

6.5 P - and/or S-waves

The values for MW estimates reported in Fig. 4 are the mean
of P- and S-phase estimates. Comparing the P- and S-phase

C© 2014 The Authors. Geophysical Prospecting published by John Wiley & Sons Ltd.
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Figure 9 MW estimated using P-arrivals only versus MW estimated
using S-arrivals only for M0 computed using an average radiation
pattern correction, R, 0.60 for S-waves and 0.44 for P-waves, and
using a correction computed from the focal mechanism solutions given
by Rutledge et al. (2004).

estimates, computed using the so-called baseline estimate of
�0, illustrates that, in general, S-wave estimates are larger
than P-wave estimates (Fig. 9). The maximum difference be-
tween the P- and S-phase estimates is 0.8 units, a significant
difference. This discrepancy between P- and S-phase estimates
arises largely because there are errors in the radiation pat-
tern coefficients. Around half the SV estimates have radiation
pattern correction terms <0.20, close to nodes in the radia-
tion pattern compared with the P-waves, and, near nodes, any
errors in the radiation pattern coefficient will have a signifi-
cant effect on M0 estimates. It is unlikely that the estimated
focal mechanism solutions are exact; for example, the events
may have a non-double-couple component, and SV estimates
of M0 may be significantly different to the actual M0. Larger
variations in estimated MW are observed if sensors are near
nodal in the radiation pattern and so there is improved correla-
tion between P- and S-wave estimates when average radiation
coefficients are used (Fig. 9).

The estimates from S-waves are expected to be more reli-
able because usually the SNR for S-waves is higher, although,
depending on the proximity of the receiver to the event, the
S-wave arrival could be affected by scattered P energy. In this
study, the P-phase estimates are less variable than the S-phase
estimates because the sensors are closer to an antinode in the
P-wave radiation pattern than in the S-wave radiation pattern
(as noted above in Section 6.2).

6.6 Signal-to-noise ratio (SNR)

Using recordings of the event with the highest SNR, seismo-
grams with SNR > 10 between 30 Hz and 300 Hz were avail-
able from 13 receivers. Noise levels were increased on these
recordings to obtain data with SNR = 10, 5, 3 and 1.5, and
MW were estimated for all four sets of seismograms. Figure 10
illustrates how these estimates vary with SNR, with SNR =
10 used as the reference magnitude. There are no large varia-
tions in MW with SNR (<0.1 units) because recordings have
the same noise spectra with different amplitudes. If noise can
successfully be separated from the signal, the SNR does not
affect MW. However, lower SNR makes correct estimates of
the noise spectrum more important and the estimation of ar-
rival times more difficult, so results are more reliable when
using higher SNR recordings.

To assess the potential impact of picking errors on MW,
we vary arrival time estimates according to a Gaussian dis-
tribution with a standard deviation, σ , of 0.01 s for P-waves
and 0.02 s for S-waves. This results in a standard deviation
in MW estimates of <0.2 units at individual stations (Fig. 11),
much smaller than the difference in estimates between sen-
sors (illustrated by the minimum and maximum MW values in
Fig. 10) and between P- and S-phase estimates (Fig. 9).

6.7 Number of recording stations

To test how MW estimates vary between stations, the values
calculated for M�Q

W were randomly sampled for between 2 and
10 receivers. The resulting standard deviation in MW values
between stations is plotted in Fig. 12. σ approaches a stable
value of ∼ 0.02 magnitude units for 4 or more receivers. How-
ever, even with fewer receivers, σ ≤ 0.1 magnitude units. Our
observed maximum �MW between different stations record-
ing the same event is <0.5 units, illustrated by the minimum
and maximum MW values in Fig. 10.

The test indicates that a small number of stations can pro-
duce a stable magnitude estimate if receivers are positioned
in the right place. However, multiple recordings provide in-
creased confidence in estimates. Larger and multiple arrays
with good coverage of the focal sphere are also desirable for
other reasons, for example to obtain accurate locations and
focal mechanism solutions.

6.8 Velocity model, location accuracy and rock density

Before a magnitude estimate is even attempted, pre-existing
work may affect the accuracy of any future MW estimates.

C© 2014 The Authors. Geophysical Prospecting published by John Wiley & Sons Ltd.
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Figure 10 Relative MW, �MW, estimates between recordings with a given SNR value (e.g., M5
W) and with SNR = 10 (M10

W ), e.g. �MW =
M5

W − M10
W . The average MW of values obtained using P- and S-arrivals are shown.

Figure 11 MW estimates from P- and S-phases with a standard deviation in P-arrival times of 0.01 s and a standard deviation in S-arrival times
of 0.02 s. Results for individual sensors recording one event are shown with standard deviation error bars calculated from 100 estimates.

Equations (6) and (7) require that the velocity model, the
rock density and the source location are known. Any errors in
these parameters will propagate into the MW estimates. Using
a simple propagation of errors given by
(

σM

M0

)2

=
(σr

r

)2
+ 3

(σv

v

)2
+

(
σρ

ρ

)2

(11)

and assuming a 10% error in velocity, distance and density,
the percentage error in M0 estimates would be 22%. Similar
errors at M0 = 108 Nm (MW ≈ −0.7) would affect the MW es-

timate by 0.1–0.2 magnitude units. This effect is smaller than
some of the parameters discussed above but could prove sig-
nificant, particularly for traffic-light systems where operations
are restricted at a precise magnitude.

6.9 Other factors

Other factors, not considered here, may also affect magnitude
estimates. We assume here that the events have pure double-
couple mechanisms. This will introduce an error in MW for
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Figure 12 The standard deviation in MW estimates between receivers
recording the same event for up to 10 receivers.

any events that deviate from this. For comparison, MW has
been calculated using the full waveform inversion technique
of O’Toole et al. (2013) for one event in this Cotton Valley
dataset, MOT

W . For this event M�Q
W = −0.9, MR

W = −0.7 and
MOT

W = −1.23 (O’Toole, pers. comm.). Although it is impossi-
ble to make any conclusions from one event, the MW estimated
in this study are between the two values estimated indepen-
dently. This particular event has a non-double-couple compo-
nent that is unaccounted for when using spectral analysis and
this highlights the need to move towards routine implemen-
tation of methods that take into account non-double-couple
source components.

We report magnitudes calculated using spectra corrected
for frequency–independent Q. In fact it is likely that Q is
frequency dependent (e.g., Campillo, Plantet and Bouchon
1985; Stork and Ito 2004; Oye et al. 2005), but this is not
thought to significantly affect our results. The correction for
Q in Fig. 4(c) increases reported magnitudes by up to 0.25
units, and any additional correction for frequency dependence
is expected to be less than this absolute Q correction.

As mentioned above, Baig et al. (2013) investigate how
frequency and bandwidth limitations, instrument coupling
and resonance affect interpretation and magnitude estimates.
If larger magnitude events than those considered here (MW >

0) are expected, then frequencies <15 Hz are required to allow
�0 to be correctly estimated.

In the present study we only consider borehole recordings
with short (<1.0 km) source–receiver distances. Understand-
ing attenuation effects becomes increasingly important as the
source–receiver distance increases or if the receivers are lo-

cated on or close to the surface. Performing the calculations
using surface instruments would also require a free surface
correction which could be an extra source of inaccuracy. In ad-
dition, scattering effects would gain relative importance with
greater source–receiver distance.

7 S U M M A R Y A N D R E C O M M E N D A T I O N S

7.1 Summary

The dataset considered here is small but it is fairly typical of
a microseismic dataset that allows some general conclusions
to be made. The work presented in this study does not place
absolute bounds for errors in magnitudes but it is used to iden-
tify the most important factors to consider when estimating
magnitudes, thus allowing some recommendations for calcu-
lating MW. This study also highlights the fact that reported
magnitude values are far from error-free.

Overall, the magnitude estimates made in this study show
consistency within 0.3 units between the different methods im-
plemented to estimate these values. If Q is known and unless
further information is required regarding source parameters,
we recommend that M0 is calculated using the measured low
frequency level of the Q-corrected amplitude spectrum. The
difference between �0 estimated this way and estimated us-
ing spectral fitting is small compared with other errors in MW

estimates. If high sampling rates are available and Q is un-
known, then spectral fitting provides estimates of �0 and Q.
This also requires instruments capable of recording a wide
frequency range and well beyond the corner frequency. There
is little difference in this study between choosing the Brune
or Boatwright model but, in general, the appropriate model
is region and data specific, as previously reported (e.g., Aber-
crombie 1995; Prejean and Ellsworth 2001). The time do-
main calculation can be used if no Q values are available.
However, a correction for attenuation should be made where
possible.

This paper also explores the effect of various parameters
required to estimate microseismic MW. This is not an exhaus-
tive study but it considers how the choices made in design,
acquisition and processing could produce variation in magni-
tude estimates. We have highlighted some important factors,
such as the correction for radiation pattern, that can signifi-
cantly affect reported microseismic MW and our observations
are summarized in Table 1. Some aspects, for example the
number of receivers and recording frequency, must be consid-
ered carefully in the design stage to ensure sufficient coverage
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Table 1 A list of parameters affecting microseismic MW estimates and
their observed effect.

Parameter Observed effect on MW

1. Radiation pattern
correction

Generally up to 0.6 units but, if
correction is very small, small
errors in fault plane solution
cause differences > 1.0 unit.

2. Method used Up to 0.6 units.
3. P- and/or S-phases Up to 0.8 units difference

observed between P & S
estimates. This discrepancy
depends on the accuracy of
radiation pattern correction.

4. Time window length Generally up to 0.2 units, up to
0.5 units observed.

5. Recording frequency Important if time windows are
short. >20 samples required to
enable correct representation in
the frequency domain.

6. Number of receivers σ up to 0.1 units; maximum
observed difference between
individual receivers is 0.5 units.

7. Velocity model &
event location

10% error changes MW by
0.1–0.2 units.

8. SNR Estimates unaffected if noise
spectrum can be estimated &
removed. Lower noise levels
allow more reliable signal
estimates.

9. Phase pick accuracy σ up to 0.2 units.

of the focal sphere, correct signal characterization and a suf-
ficient number of recordings to provide reliable locations. In
general a distributed coverage of the focal sphere is more
important for focal mechanism and event location estimates
than the number of receivers, if the number of receivers is >4
(e.g., Foulger and Julian 2011, and references therein). Mul-
tiple sensor arrays should therefore be used to provide this
distributed coverage.

If estimates of seismic energy release, stimulated rock
volume and regulatory traffic-light systems are to be based
on magnitude estimates then it is important in the inter-
pretation of results that the interpreter understands the
inaccuracies in given magnitude estimates. From a regu-
latory point of view, the method used to calculate mag-
nitudes must be agreed by all parties to avoid disputes
over which calculation is correct. Ideally, for a traffic-
light system, independent estimates of magnitude should be
made.

7.2 Recommendations for seismic moment and magnitude
estimates

Finally, from the observations made in this study we make
the following recommendations for estimating microseismic
MW:

1. Use focal mechanism solutions to compute the radiation
pattern correction. However, the results presented here show
that any inaccuracies in focal mechanism solutions can result
in significant variations in MW estimates between sensors and
between phases. Therefore values should be averaged over P-
and S-phases and the available sensors.
2. Use M0 estimated from Q-corrected amplitude spectra with
noise removed. �0 should be estimated at low frequencies.
This gives similar results to �0 estimated through fitting with
a model spectrum.
3. Use at least 4 receivers to make estimates. The addition
of extra sensors does not reduce the errors in magnitude esti-
mates if the sensors are well-distributed, but to ensure good
coverage of the focal sphere and good coverage for location
procedures and to allow for the occasional malfunction of
equipment, >4 sensors are recommended.
4. Good SNR recordings allow precise arrival time picks
to be made. In addition, the availability of high SNR data
reduces the importance of any inaccuracies in the esti-
mated noise spectrum. It is therefore generally recommended
to use SNR > 3 recordings (e.g., Hardt and Scherbaum
1994).
5. If source–sensor distances are short (<1 km), use record-
ing frequencies ≥1000 Hz for MW < 0 to allow the signal
to be correctly represented in the time and frequency do-
mains. If MW > 0 are expected then sensors with eigenfre-
quencies ≤15 Hz are required to allow �0 to be correctly
estimated.
6. Use individually estimated time windows to avoid occa-
sional large errors in MW. If this is not possible due to data
volume, check window length is appropriate for a subset of
typical events.
7. Understand the limitations imposed by the velocity model
or event location errors.

ACKNOWLEDGEMENTS

We thank Jim Rutledge for providing his event loca-
tions and focal mechanism solutions for the data. ALS
is funded by a NERC Partnership Research Grant (No.
NE/I010904); JPV is a NERC Early-Career Research Fellow
(Grant NE/I021497/1).

C© 2014 The Authors. Geophysical Prospecting published by John Wiley & Sons Ltd.
on behalf of European Association of Geoscientists & Engineers., Geophysical Prospecting, 1–17



16 A.L. Stork et al.

REFERENCES

Abercrombie R.E. 1995. Earthquake source scaling relationships from
-1 to 5 ML using seismograms recorded at 2.5 km depth. Journal
Geophysical Research 100, 24015–24036.

Aki K. and Richards P.G. 2002. Quantitative Seismology, 2nd edn.,
University Science Books, Sausalito. ISBN 9781891389634.

Andrews D.J. 1986. Objective determination of source parameters
and similarity of earthquakes of different size. In Earthquake Source
Mechanics, S. Das, J. Boatwright. and C. H. Scholz (Eds.), AGU
Geophysical Monograph Series, 37, 259–267.

Baig A. and Urbancic T. 2010. Magnitude determination, event de-
tectability, and assessing the effectiveness of microseismic monitor-
ing programs in petroleum applications. CSEG Recorder, 35, 2,
22–26.

Baig A.M., Viegas G., Karimi S. and Urbancic T.I. 2013. Augment-
ing downhole seismic networks with surface sensors to monitor
hydraulic fracture stimulations for accurate hazard assessment and
full bandwidth assessment of scaling relationships for discrete frac-
ture networks. 4th EAGE Passive Seismic Workshop, Amsterdam,
The Netherlands, Extended Abstract, PSP14.

Bethmann F., Deichmann N. and Mai P.M. 2011. Scaling relations
of local magnitude versus moment magnitude for sequences of
similar earthquakes in Switzerland. Bulletin Seismological Society
America. 101, 515–534, doi: 10.1785/0120100179/gpr12134

Boatwright J. 1980. A spectral theory for circular seismic sources:
simple estimates of source dimension, dynamic stress drop and ra-
diated energy. Bulletin Seismological Society America. 70, 1–27.

Boore D. and Boatwright J. 1984. Average body-wave correction
coefficients. Bulletin Seismological Society America 74, 1615–
1621.

Brune J.N. 1970. Tectonic stress and the spectra of seismic shear
waves from earthquakes. Journal Geophysical Research 75, 4997–
5009.

Campillo M., Plantet J.L. and Bouchon M. 1985. Frequency-
dependent attenuation in the crust beneath central France from
Lg waves: data analysis and numerical modeling. Bulletin Seismo-
logical Society America 75, 1395–1411.

Clinton J.F., Hauksson E. and Solanki K. 2006. An evalua-
tion of the SCSN moment tensor solutions: robustness of the
MW magnitude scale, style of faulting, and automation of the
method. Bulletin Seismological Society America 96, 1689–1705.
doi: 10.1785/0120050241/gpr12134.

Davey E. 2012. Written Ministerial Statement: exploration for shale
gas, www.gov.uk/government/news/written-ministerial-statement-
by-edward-davey-exploration-for-shale-gas (last accessed June
2013).

Dinske C. and Shapiro S.A. 2013. Seismotectonic state of reservoirs
inferred from magnitude distributions of fluid-induced seismicity.
Journal of Seismology 17, 13–25.

Dost B., Goutbeek F., van Eck T. and Kraaijpoel D. 2012. Monitoring
induced seismicity in the north of the Netherlands: status report
2010, KNMI Scientific Report, WR 2012-03.

Dziewonski A.M., Chou T.-A. and Woodhouse J.H. 1981. Determi-
nation of earthquake source parameters from waveform data for
studies of global and regional seismicity. Journal Geophysical Re-
search 86, 2825–2852.

Edwards B., Allmann B., Donat F. and Clinton J. 2010. Automatic
computation of moment magnitudes for small earthquakes and
the scaling of local to moment magnitude. Geophysical Journal
International 183, 407–420.

Ekström G., Nettles M. and Dziewonski A.M. 2012. The global CMT
project 2004-2010: centroid-moment tensors for 13,017 earth-
quakes. Physics of the Earth and Planetary Interiors. 200-201, 1–9.

Foulger G.R. and Julian B.R. 2011. Earthquakes and errors: Methods
for industrial applications. Geophysics 76, WC5–WC15.

Green C.A., Styles P. and Baptie B.J. 2012. Preese Hall shale gas
fracturing: review and recommendations for induced seismic
mitigation. Independent report to DECC, UK Government,
www.gov.uk/government/publications/preese-hall-shale-gas-
fracturing-review-and-recommendations-for-induced-seismic-
mitigation (last accessed June 2013).

Hanks T.C. and Kanamori H. 1979. A moment magnitude scale.
Journal Geophysical Research 84, 2348–2350.

Hardt M. and Scherbaum F. 1994. The design of optimum networks
for aftershock recordings. Geophysical Journal International 117,
716–726.

Hough S.E. 1997. Empirical Green’s function analysis: taking
the next step. Journal Geophysical Research 102, B3, 5369–
5384.

Ide S., Beroza G.C., Prejean S.G. and Ellsworth W.L. 2003. Ap-
parent break in earthquake scaling due to path and site effects
on deep borehole recordings. Journal Geophysical Research 108,
10.1029/2001JB001617.
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