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ABSTRACT

Earthquakes induced by subsurface fluid injection pose a significant issue across a range of industries. Debate continues as to the most effective methods to mitigate the resulting seismic hazard. Observations of induced seismicity indicate that the rate of seismicity scales with the injection volume and that events follow the Gutenberg–Richter distribution. These two inferences permit us to populate statistical models of the seismicity and extrapolate them to make forecasts of the expected event magnitudes as injection continues. Here, we describe a shale gas site where this approach was used in real time to make operational decisions during hydraulic fracturing operations. Microseismic observations revealed the intersection between hydraulic fracturing and a pre-existing fault or fracture network that became seismically active. Although “red light” events, requiring a pause to the injection program, occurred on several occasions, the observed event magnitudes fell within expected levels based on the extrapolated statistical models, and the levels of seismicity remained within acceptable limits as defined by the regulator. To date, induced seismicity has typically been regulated using retroactive traffic light schemes. This study shows that the use of high-quality microseismic observations to populate statistical models that forecast expected event magnitudes can provide a more effective approach.

INTRODUCTION

Human-induced seismicity is becoming an increasingly controversial topic. It is well known that activities such as mining and water impoundment can lead to felt seismicity, but increasingly, activities such as geothermal energy (Grigoli et al., 2018), underground storage of waste such as CO₂ or water (Keranen et al., 2014), production from conventional hydrocarbon reservoirs (e.g., Segall, 1989) and hydraulic stimulation of shale gas reservoirs (Bao and Eaton, 2016) are attracting concern from the public, regulators, and operators.

The stimulation of fractures by injecting water at high pressure is a technique used to create conductive fracture networks in low-permeability reservoir rocks. Hydraulic fracture stimulation is widely used in the commercial production of hydrocarbons and in developing engineered geothermal systems. Use of this method has become more prominent in the past decade, associated primarily with the shale gas boom (Wang and Krupnick, 2013) in North America.

If hydraulic fractures intersect a pre-existing fault that is near its critical stress state, the increase in pore pressure can reduce the effective normal stress, declamping the fault and creating induced seismicity. Such cases are relatively rare: Atkinson et al. (2016) estimate that only 0.3% of wells in British Columbia and Alberta, a region with some of the highest levels of hydraulic fracturing-induced seismicity (HF-IS), are associated with induced events larger than magnitude 3. Nonetheless, the issue of induced seismicity is a concern for the petroleum and geothermal industries and will likely be of concern to other nascent industries, such as carbon capture and storage, as well (e.g., Verdon, 2014).

Debate continues with regards to the most effective methods to mitigate HF-IS and what regulations should be applied. To date, regulators have typically imposed traffic light schemes (TLSs) whereby the operator reduces, pauses, or stops injection if the magnitude of the largest event exceeds a specified threshold. TLS thresholds have varied significantly in different jurisdictions (Bosman et al., 2016; Baisch et al., 2019). For example, whereas in Alberta, the red light is set at $M = 4$, in the United Kingdom, the red light is set at $M = 5$, a difference in earthquake moment of more than 175,000 times.

The simple TLSs currently used by hydraulic fracturing regulators are essentially retroactive in nature because the operator takes actions after an event has occurred. In some case studies, seismicity has been observed to continue and to increase in magnitude after injection has ceased (e.g., Häring et al., 2008; Clarke et al., 2014). These postinjection increased-magnitude events, known as “trailing events,” pose an issue for TLSs because they compel the regulator to set thresholds that may be substantially lower than the actual magnitude they wish to avoid. Hence, operations may be stopped even though levels of seismicity are well below that which might be considered hazardous.
It is therefore desirable to manage and mitigate induced seismicity in real time, as operations proceed. For example, injection volumes or pressures could be reduced (e.g., Kwiatek et al., 2019), or stimulation can be directed away from areas showing fault reactivation. Here, we show a successful example of managing HF-IS with a recently acquired dataset from a shale gas operation in the United Kingdom.

Using Microseismic Data for Decision Making to Mitigate Induced Seismicity

The TLs described by Bosman et al. (2016) and Baisch et al. (2019) that are currently used to regulate hydraulic fracturing stipulate decisions based solely on the magnitude of the largest events. This is a rational option if monitoring is provided by national or regional seismometer networks, where monitoring stations may be 10s of kilometers from the site (e.g., Clarke et al., 2014; Friberg et al., 2014; Schultz et al., 2015; Skoumal et al., 2015). In such cases, only the larger events may be detected, and hypocentral locations and focal mechanisms may be poorly constrained. Hence, the only reliable, well-constrained data are the magnitudes of the larger events.

However, it is common for operators to deploy microseismic monitoring, in which downhole geophone arrays (Maxwell et al., 2010) or dense surface arrays (Chambers et al., 2010) are able to detect very low-magnitude "microseismic" events. High-quality microseismic monitoring may record thousands or even hundreds of thousands of events with very precise locations, spanning several orders of magnitude, provided in real time during operations (e.g., Zinno et al., 1998). These data will be highly relevant for understanding the risks posed by HF-IS. However, such data are not used by the relatively simple TLs currently being applied by hydraulic fracturing regulators (Bosman et al., 2016).

There are two primary ways by which microseismic observations can be used to guide decisions to mitigate induced seismicity. First, microseismic data can be used to detect and characterize the interactions between hydraulic fractures and pre-existing faults (Maxwell et al., 2008, 2009; Wessels et al., 2011; Eyre et al., 2019; Igonin et al., 2019; Kettlety et al., 2019). Microseismic events during hydraulic fracturing typically occur in clusters extending from the well perpendicular to the minimum horizontal stress, tracking the growth of the hydraulic fractures and mapping the extent of the stimulated reservoir volume. If a fault is intersected, events may begin to line up along the structure, allowing it to be identified and mapped (e.g., Maxwell et al., 2008; Wessels et al., 2011; Hammack et al., 2014; Eyre et al., 2019; Igonin et al., 2019; Kettlety et al., 2019). In many cases, fault reactivation can also be identified by a decrease in Gutenberg and Richter (1944; hereafter, G-R) b-values (e.g., Maxwell et al., 2009; Verdon and Budge, 2018; Kettlety et al., 2019) or by an increase in the rate of microseismicity relative to the injection rate (e.g., Maxwell et al., 2008; Verdon and Budge, 2018).

If a fault is identified during injection, then an operator can redesign the injection program to avoid further interacting with the fault. This can be achieved, for example, by skipping stages along a horizontal well, changing the planned injection rates or volumes, or altering the properties of the injected fluid (e.g., a more viscous fluid will carry more proppant while traveling less distance into the formation). Alternatively, Hofmann et al. (2018) proposed adopting a "cyclic soft stimulation" program in which repeated injection is conducted at significantly lower rates. Zang et al. (2019) demonstrated this approach for experimental-scale injection tests. However, the results from application to an industrial-scale project (Hofmann et al., 2019) are more ambiguous because the Pohang geothermal project, South Korea, at which this method was applied, went on to experience one of the largest injection-induced events ever recorded (Grigoli et al., 2018). Moreover, for shale gas hydraulic fracturing applications, it is not clear that such a low-rate injection program would result in effective proppant placement into a shale formation.

Microseismic data can also be used to make forecasts of the expected event magnitudes during stimulation. Induced seismicity has been observed to follow the G-R distribution (van der Elst et al., 2016), with the total number of events (Shapiro et al., 2010; Mignan et al., 2017) or the cumulative seismic moment released (Hallo et al., 2014) being scaled to the cumulative injection volume. As such, expected event magnitudes can be forecast by characterizing these relationships for the site in question and then extrapolating them to the planned injection volume. This approach has shown significant promise when applied in a pseudoprojective manner (e.g., Verdon and Budge, 2018).

These concepts have produced more advanced approaches to mitigate induced seismicity. For example, Mignan et al. (2017) propose an adaptive traffic light scheme (ATLS), whereby the daily rate of seismicity is scaled to the injection rate (as per Shapiro et al., 2010), with the addition of a post-injection relaxation time that describes trailing effects. Event magnitudes are then determined from a G-R distribution, from which risk-based decisions can be made. Broccardo et al. (2017) extended the Mignan et al. (2017) approach by providing a Bayesian framework within which the key parameters can be estimated. However, to our knowledge, this approach has not yet been applied in real time to an active project.

Kwiatek et al. (2019) present an example of such methods being applied in real time to a deep geothermal project near Helsinki, Finland. They found that the observed seismicity scaled with injection parameters, allowing them to adjust the injection program to ensure that the levels of seismicity remained within the limits imposed by the regulator. The success of the type of approach demonstrated by Kwiatek et al. (2019) and the continued refinement of proposed adaptive TLs (e.g., Broccardo et al., 2017; Mignan et al., 2017) provide the opportunity to move beyond the simple TLs currently in common usage. However, their effectiveness must be demonstrated extensively in real-time scenarios so that regulators gain confidence in their application.

A Case Study from Northwest England

In this article, we report on the Preston New Road-1z (PNR-1z) well, Lancashire, United Kingdom, operated by
Cuadrilla Resources Ltd. (CRL). This was the first United Kingdom onshore well to be hydraulically fractured since a government review of HF-IS seismicity was concluded in 2012. As such, it was the subject of regular national media attention (e.g., Webster, 2018) and debate in the national parliament (Hansard, 2018). Given the high levels of public scrutiny, the site was extensively monitored both by CRL and by independently funded organizations such as the British Geological Survey (BGS). This monitoring included groundwater, surface water, air quality, and traffic movements, as well as the induced seismicity monitoring described here. Extensive baseline surveys were conducted for all of these items, so that any change from the pre-operational conditions could be identified.

Given public concerns about HF-IS in the United Kingdom, CRL took proactive measures to mitigate induced seismicity, guided by microseismic observations as outlined previously. Here, we provide a brief description of the operations conducted at the site and then show how microseismic data were used to identify and map the interaction between hydraulic fractures and a fault and to forecast expected event magnitudes as the injection progressed. This information allowed CRL to adjust its injection program, ensuring that levels of seismicity did not exceed the overall objectives set by the regulator, as well as providing an increased understanding of more proactive measures that could be applied in future as alternatives to simplistic TLSs.

DESCRIPTION OF THE PNR-1Z SITE

The PNR-1z well targets the Carboniferous Bowland Shale at a depth of ~2300 m. The lateral portion of the well extends 780 m in a westward direction (Fig. 1). A sliding-sleeve completion was used, with 41 individual sections spaced at 17.5 m intervals. CRL planned to stimulate each of these sleeves with 400 m$^3$ of slickwater, placing 50 tons of proppant per sleeve. Stimulation was carried out in two periods (Fig. 2), first from 15 October to 2 November and then from 8 to 17 December 2018.

United Kingdom Regulations for Induced Seismicity

In the United Kingdom, HF-IS is regulated by the Oil and Gas Authority (OGA). The OGA’s objectives are to minimize the number of events felt at the surface by the public and to avoid the possibility of events capable of causing damage to nearby buildings or infrastructure (Oil and Gas Authority, 2018). United Kingdom standards for ground vibrations from other activities such as quarry blasting, construction equipment, and industrial machinery are provided by British Standard BS 7385-2. This sets a peak ground velocity threshold, above which cosmetic damage, such as cracking of plaster, of 15 mm/s (at lower frequencies such as would be expected from induced seismicity), may result. Using ground-motion prediction equations (Akkar et al., 2014) for hypocentral depths equivalent to expected depths of hydraulic fracturing and making conservative assumptions for ground conditions, this threshold is approximately equivalent to a magnitude of $M = 3.5$. Therefore, the OGA’s objective could be reasonably translated as minimizing the number of events that have magnitudes $2 < M < 3$ and avoiding events that have magnitudes $M > 3.5$.

To regulate HF-IS, the OGA currently applies a TLS with a red-light threshold of $M = 0.5$ (Green et al., 2012), for which the operator must stop injection, reduce the pressure in the well, perform well integrity checks, and wait at least 18 hr before resuming injection. This is by some margin the most stringent level for ground motion applied to any industrial activity that we are aware of. The $M = 0.5$ red-light threshold is 175 times smaller than the $M = 2$ events that the scheme seeks to minimize and more than 30,000 times smaller than the $M > 3.5$ events that the scheme seeks to avoid. This disparity exists to mitigate the risk posed by trailing events, in which event magnitudes may continue to increase after injection has been stopped (see Mignan et al., 2017, for an attempt to forecast trailing event populations). This TLS was applied to stimulation of the PNR-1z well, and the restrictive nature of this scheme had a significant impact on the operations: only 17 of the planned 41 stages were injected, and of these, only two injected the 50 tons of proppant that was planned. However, only two events were reported by the BGS as being felt, and...
Ground motions remained well below the levels at which damage might be expected. Therefore, overall, the operation complied with the regulator’s objective to minimize felt seismicity and avoid damaging seismicity.

**Real-Time Seismic and Microseismic Monitoring**

Two systems were used in combination to monitor induced seismicity at PNR. Both of these systems provided event locations and magnitudes in real time (typically within 1–4 min of event occurrence) computed by a processing contractor (Schlumberger). To administer the TLS, an array of eight sensors, including two broadband seismometers and six geophones (4.5 Hz instruments), was deployed at the surface, augmented by four broadband seismometers deployed by the BGS (Fig. 1). During real-time monitoring, the surface array identified 54 events with a minimum magnitude of $M_L = -0.8$. The surface array provided sufficient coverage such that focal mechanisms could be determined for nine of the largest events during real-time monitoring.

Microseismicity was recorded using an array of 24 geophones (15 Hz instruments) placed in the build section (where the well deviates from vertical to horizontal) of the adjacent PNR-2 well, 200 m shallower and 220 m northeast of the nearest sleeve in PNR-1z (Fig. 3). This array reported more than 39,000 events in real time, with a minimum magnitude of $M_w = -3.0$.

**A Note on Magnitudes**

Measurements of magnitudes for small events can be challenging (Kendall *et al.*, 2019). Two different magnitude scales were in use during real-time operations at PNR. The United Kingdom TLS regulations mandate the use of a local magnitude scale with a correction applied to account for the small source–receiver distances (Butcher *et al.*, 2017; Luckett *et al.*, 2019). Therefore, magnitudes from the surface array were reported as $M_L$ values. However, these $M_L$ scales are calibrated using surface stations, implicitly including free-surface effects and near-surface attenuation, so this $M_L$ scale is not calibrated for downhole instruments. Instead the downhole events were reported as $M_w$ values. Although a direct comparison and conversion between the two scales might seem like an obvious solution (e.g., Edwards and Douglas, 2014), this was more challenging in practice. The surface array recorded the largest 54 events, so only these events had reported $M_L$ values. However, many of these larger events produced subsurface motions that were beyond the dynamic range of the downhole instruments, so accurate downhole $M_w$ values could not be determined for these events. Hence, there is only a small subset of events that are large enough such that a robust $M_w$ value can be computed using the surface array but not so large such that a robust $M_w$ value can also be computed using the downhole stations, thereby enabling a comparison to be made. Work is ongoing to resolve the observed $M_L$ and $M_w$ values. However, the need for rapid decision making meant that this information was not used during real-time operations. Instead, we used $M_L$ values for the 54 events that were reported by the surface array and used $M_w$ values for the remaining events. Clearly, this solution was far from optimal. However, we note that doing so does not produce anomalies or unusual behavior if the overall magnitude–frequency distribution is examined (Fig. 4), suggesting that this approach was reasonable in this case. However, in future cases, this issue should be addressed by ensuring that moment magnitudes are reported by both array types and that relationships to convert between downhole $M_w$ values and surface $M_L$ values are calibrated. In

![Figure 2. Overview of injection into PNR-1z. (a) The volume of fluid (blue) and mass of proppant (purple) injected into each sleeve. It also shows all $M > 0$ traffic light scheme (TLS) events (yellow and red dots) that occurred during or after injection into each sleeve. (b) Cumulative fluid volume (blue) and proppant mass (purple) injected as a function of time, again showing the occurrence of TLS events. The numbering in (b) shows the sleeve being injected. The background colors show the TLS green, amber, and red magnitude thresholds.](https://pubs.geoscienceworld.org/ssa/srl/article-pdf/90/5/1902/4825110/srl-2019110.1.pdf)
Figure 4, we fit a G-R distribution to the entire event catalog using the Aki (1965) maximum-likelihood approach, computing the magnitude of completeness, $M_{\text{MIN}}$, using both the Wiemer and Wyss (2000) formulation with an acceptance threshold of 95%, which gave $M_{\text{MIN}} = 0.0136 - 0.95$, and by using a Kolmogorov–Smirnov test with a 10% significance threshold (e.g., Clauset et al., 2009; Williams and Le Calvez, 2013), which gave $M_{\text{MIN}} = 0.0136 - 0.8$. In both cases, the resulting G-R parameters were $a = 1.9$ and $b = 1.3$.

**MICROSEISMIC OBSERVATIONS**

Figure 5 shows a map and cross section for located events with a signal-to-noise ratio $> 5$. Events during each stage are mostly found in the vicinity of the corresponding injection sleeve, extending $\sim 200$ m to the north. The events extend $\sim 150$ m above and below the well, remaining within the Bowland Shale Formation. The largest observed event has a magnitude of $M = 1.5$, and in total, eight events exceeded the TLS $M = 0.5$ threshold; whereas three of these occurred during injection and required pumping to be stopped, the remaining five were trailing events that occurred after injection had ceased.

**Relationship between Microseismicity and Previously Observed Faults**

Before the start of operations, a 3D reflection seismic survey was acquired at the site. Several pre-existing faults and "seismic discontinuities" (i.e., potential small faults that are at the limit of resolution for 3D seismic surveys) were identified (Cuadrilla Resources Ltd., 2018). We observed little or no correlation between the positions of these features and microseismicity. The events associated with stages 1–3 at the toe of the well overlap with one of the seismic discontinuities. However, the levels of microseismicity produced by these stages were among the lowest. In contrast, none of the events that exceeded the $M > 0.5$ TLS threshold occurred on structures identified from the 3D survey.

Indeed, no microseismicity coincided with any of the large faults identified in the 3D seismic survey, all of which were significantly further from the well than the greatest distances reached by the microseismicity. This observation allowed CRL to proceed with confidence that the hydraulic stimulation was unlikely to cause reactivation of the larger faults that had been identified.

**Identification of Potential Seismogenic Structures**

The northward propagation of microseismicity from each injection sleeve traces the propagation of hydraulic fractures perpendicular to the minimum horizontal stress azimuth of $\sim 80^\circ$ (Fellgett et al., 2017). However, our interest was to identify pre-existing structures on which the larger events may occur. We note that the largest event, with a magnitude of $M = 1.5$, could correspond to a rupture with displacement of $< 1$ cm with a length $< 100$ m. At this scale, the distinction between a "small fault" and a "large fracture" is somewhat arbitrary: we will use "fault" hereafter to describe such features while keeping this fact in mind.

In Figure 5, the events do not display an obvious alignment along a pre-existing fault, an observation that often provides the clearest evidence of fault reactivation (e.g., Eyre et al., 2019; Igonin et al., 2019; Kettlety et al., 2019). Instead, we use a combination of observations to identify and define the seismogenic structures responsible for the largest events.

**Focal Mechanisms**

The focal mechanisms for six of the largest events are shown in Figure 6a. The events all have similar mechanisms: either left-lateral strike slip on a near-vertical fault striking northeast–southwest or right-lateral strike slip on a near-vertical fault striking northwest–southeast. The consistent orientation of
Our overall interpretation of the observed microseismicity is that a pre-existing fault plane runs northeast from the well. During hydraulic stimulation, larger events occurred when the hydraulic fractures from each stage intersected this fault. During the hiatus, whereas the microseismic events associated with hydraulic fracturing stopped, low levels of microseismicity continued to persist along this feature for a longer period of time. We fit a plane to a combined population of the $M > 0$ events (Fig. 6a) and the hiatus events (Fig. 6b), by finding the plane that minimizes the least-squares distance between each event and the plane. We found a strike of 237° and a dip of 70°, which are consistent with the observed focal mechanisms. We term this fault NEF-1 (northeast fault-1) hereafter. With the maximum and minimum horizontal stresses oriented north–south and east–west, respectively, this plane is well-oriented for the observed left-lateral strike-slip motion, and the observed focal mechanisms are therefore consistent with the local stress conditions.

### Statistical Forecasting of Event Magnitudes

During stimulation, we applied in real time an event magnitude forecasting model to guide operational decisions with respect to induced seismicity. Hallo et al. (2014) introduced the concept of seismic efficiency, $S_{\text{EFF}}$, that describes the correlation between the cumulative moment release, $\Sigma M_0$, and the cumulative injection volume $\Delta V$:

$$S_{\text{EFF}} = \frac{\Sigma M_0}{\mu \Delta V}$$

in which $\mu$ is the shear modulus, assumed to be 20 GPa here. Based on the observed values of $S_{\text{EFF}}$ and the $b$-value, the size of the largest expected event $M_{\text{MAX}}$ can be estimated as:

$$M_{\text{MAX}} = \frac{2}{3} \log_{10} \left( \frac{S_{\text{EFF}} \mu \Delta V}{b 10^{8.1}} \right) + \frac{2}{3} \log_{10} (10^{6.6} - 10^{6.6})$$

in which $\delta$ is the probabilistic half-bin size defined around $M_{\text{MAX}}$ (Hallo et al., 2014). This formulation assumes that $b$ and $S_{\text{EFF}}$ do not change significantly for a given stage or for a given volume of rock being stimulated. Verdon and Budge (2018) applied this approach in a pseudoprospective manner to a hydraulic fracturing dataset from the Horn River Shale, Canada, showing that it would have accurately forecast event magnitudes had it been applied in real time.

Equation (2) posits a logarithmic dependence between injection volume and the largest event size. Given that the planned injection volumes do not vary by orders of magnitude between stages, the primary controlling factor on the largest event magnitude is therefore $S_{\text{EFF}}$. The relationship between $S_{\text{EFF}}$, $\Delta V$, and $M_{\text{MAX}}$ is plotted in Figure 7 (assuming $b = 1$).

Equation (2) provides the most likely maximum event magnitude. In practice, it is more useful to define a value

---

**Figure 4.** Magnitude–frequency distribution for all events reported in real time (gray dots). The observed distribution follows the Gutenberg–Richter (G-R) distribution with $a = 1.9$ and $b = 1.3$ (red line). We use both the Wiemer and Wyss (2000) referred as W-W) formulation (green dashed line) and a Kolmogorov–Smirnov (K-S) test (purple dashed line) to assess the overall magnitude of completeness.

---

**Figure 6a** also shows the positions of all events with $M > 0$ and maps the cumulative seismic moment release $\Sigma M_0$. These observations allow us to identify a single zone in which almost all of the larger events were occurring and within which the overall cumulative seismic moment release was highest. This zone intersects the PNR-1z well at roughly the position of Sleeve 18, which was the first stage on which an event exceeding the $M > 0.5$ TLS threshold occurred. Interaction between injection activities and this zone occurred along the well toward the heel. Importantly, the orientation of this zone matches the orientation of the northeast–southwest plane of the observed focal mechanisms.

**Microseismicity during Injection Hiatus**

These observations allowed us to identify the seismogenic feature during the initial stimulation of stages 18–41 in October 2018 (Fig. 2). From 3 November, CRL paused the injection program in response to repeated $M > 0.5$ events that had occurred during the previous week. The injection pause continued until 7 December. Observations of microseismicity during this injection hiatus (Fig. 6b) provided the final and definitive identification of the seismogenic structure. The events during hiatus, almost all of which had magnitudes less than $M < -1$, were all located along the same feature that we had identified from the focal mechanism orientations, the positions of the largest events, and the cumulative moment release map.

---
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for $M_{\text{MAX}}$ that is unlikely to be exceeded. Using synthetic event distributions, Verdon and Budge (2018) showed that adding a value of 0.5 to equation (2) is sufficient to capture 95% of the variance between true and reconstructed model populations. In our analysis, we applied this correction such that our results provided a value that, within reasonable levels of certainty, will not be exceeded.

We tracked $b$ and $S_{\text{EFF}}$ in real time during every stage, providing regularly updated forecasts of $M_{\text{MAX}}$. We computed the $b$-value using the Aki (1965) maximum-likelihood approach, finding the minimum completeness threshold using a Kolmogorov–Smirnov test at a 10% acceptance level to assess the quality of fit between the observed magnitude distribution and the G-R relationship (Clauset et al., 2009; Williams and Le Calvez, 2013), requiring a minimum of 50 events for a reliable measurement (although with $>39,000$ events in 17 stages, the number of events passed this threshold very quickly for each stage).

Figure 8 shows a selection of results for this analysis when performed on a stage-by-stage basis, that is, considering $\Sigma M_0$ and $\Delta V$ associated with each individual stage. We find that for most of the stages, this approach provided accurate bounds, with the observed events falling within the modeled value of $M_{\text{MAX}}$. However, this is not always the case, as can be seen for stages 32 and 38 in Figure 9, for example.

The reason for this discrepancy is obvious when considered in the light of the observations and interpretations of the microseismicity presented in the Microseismic Observations section: the NEF-1 runs obliquely to the well and was intersected by multiple stages. It is therefore not appropriate to consider each stage independently because the seismicity was caused by repeated injection into the same feature. Instead, as the NEF-1 feature was identified, we adjusted our approach to include the effects of repeated injection, treating all injection and seismicity from stage 18 onward cumulatively (Fig. 10a). The value of $S_{\text{EFF}}$ was observed to stabilize very quickly at a value of approximately $\log_{10} S_{\text{EFF}} \approx -2$, which produces a forecast $M_{\text{MAX}}$ of 1.7. The largest observed event at PNR-1z had a magnitude of $M = 1.5$.

For completeness, we also considered the cumulative impacts of the full injection volume and seismicity from all the injection stages (Fig. 10b). This represents the worst-case scenario if all of the injected fluid was inducing events on a single seismogenic feature. Initial values for $S_{\text{EFF}}$ are low ($\log_{10} S_{\text{EFF}} \approx -3$), and $b$-values are high ($b > 1.5$), giving $M_{\text{MAX}} < 1$. From stage 18 onward, we observed the hydraulic fracturing interact with the NEF-1, producing an increase in $S_{\text{EFF}}$ to ($\log_{10} S_{\text{EFF}} \approx -2$) and a decrease in $b$ to $\sim 1$. This produces an increase in $M_{\text{MAX}}$ to $M_{\text{MAX}} \approx 2$.

**DISCUSSION**

**Operational Decision-Making**

The observations presented previously were used by CRL to guide its operational decision making, especially during the latter injection stages in December, after the period of injection hiatus in November 2018.

During hydraulic fracturing, placement of the proppant cannot begin until fracture breakdown has occurred and fractures begin to propagate. This typically requires a minimum of $\sim 80 \text{ m}^3$ of fluid. The proppant concentration is then gradually increased as the injection continues, such that the majority of proppant is placed at the end of the stage. If a stage is terminated midway through by a TLS red-light event, only a small proportion of the proppant will have been placed even if several hundred $\text{m}^3$ of fluid have been injected. In effect, the stage will therefore have been wasted and the environmental water use and seismic risk unnecessarily increased.

At PNR-1z, the modeling described earlier showed that events larger than $M = 2$ were not expected on the NEF-1 given the observed $b$-values and seismic efficiency, and the
planned injection program. This forecast was reported to the OGA in November 2018, and it falls within the objectives of seismicity mitigation set out by the OGA (minimizing felt events and avoiding damaging events). However, the NEF-1 could be expected to continue producing $M > 0.5$ red-light events that would terminate injection, preventing the placement of proppant. CRL therefore decided that further injection into the sleeves that intersect the NEF-1 would be wasted, and in December 2018, CRL restarted injection in stages 37–41 at the heel of the well. Based on the seismicity mapping described in the Microseismic Observations section, it was hoped that these stages would pass to the east of the NEF-1, allowing these stages to be completed without interruption. Based on the forecasting described in the Statistical Forecasting of Event Magnitudes section, CRL was able to do so with confidence that if these stages did intersect NEF-1, the levels of seismicity would not exceed the objectives set by the OGA, and therefore injection could be conducted safely.

In reality, some of these latter stages did intersect the NEF-1, triggering two further TLS events with $M > 0.5$. However, the event magnitudes remained within the levels that had been forecast, as described in the Statistical Forecasting of Event Magnitudes section, and within the overall regulatory objective to minimize the number of felt events.

**Seismic Efficiency and Seismogenic Index**

The seismogenic index (SI; Shapiro et al., 2010) is another parameter that is commonly used to describe the relationship between injected volume and seismicity. Whereas the $S_{\text{EFF}}$ parameter we use here scales the injection volume to the cumulative seismic moment release, the SI scales the injection volume to the number of events larger than a given magnitude. Because many previous studies have provided estimates of SI, it is of interest to compute this parameter for the PNR-1z dataset to facilitate a comparison. Our results are shown alongside the $S_{\text{EFF}}$ results in Figure 10, and we also plot the $M_{\text{MAX}}$ forecasts that result (at 5% probability of exceedance level) using the method described by Shapiro et al. (2010). We note that, as found by Verdon and Budge (2018), SI follows a similar trend to $\log_{10} S_{\text{EFF}}$, which is not surprising because the total moment release will depend on the number of events that occur. We also find that the $M_{\text{MAX}}$ values derived from the SI measurements are larger than those derived from the $S_{\text{EFF}}$ measurements, as also found by Verdon and Budge (2018).

Dinske and Shapiro (2013) catalog SI values for a range of injection sites, finding values ranging from $-9 < SI < 1$. The maximum value of SI obtained here is $SI = -1.8$, which is
similar to many of the geothermal projects described by Dinske and Shapiro (2013) but significantly larger than those obtained for hydraulic fracturing sites at Cotton Valley (east Texas) and in the Barnett Shale (northeast Texas). However, the values obtained for PNR-1z are similar to values found by Verdon and Budge (2018) for hydraulic fracturing in the Horn River Basin, British Columbia, Canada, where $-4 < \text{SI} < -1$, and toward the lower end of the range found by Schultz et al. (2018) for hydraulic fracturing sites in Alberta, Canada, where $-2.5 < \text{SI} < -0.5$. The most notable past case of injection-induced seismicity in the United Kingdom for which SI values are available is the Rosemanowes Hot Dry Rock geothermal site, for which Li et al. (2018) found maximum values of $\text{SI} = -3.4$, significantly lower than the values found for PNR-1z.

Scaling between Volume and Cumulative Moment Release

The underlying assumption implicit to equation (1) is that the cumulative seismic moment scales linearly with the injection volume. However, recent studies (e.g., Galis et al., 2017; De Barros et al., 2019) proposed alternative scaling factors and in particular that

$$\Sigma M_0 \propto V^{3/2}.$$  

This scaling by an exponent of 1.5 is also implicit to the Shapiro et al. (2010) SI approach because the logarithm of the seismic moment scales with $1.5 \times M_w$. Discussion continues as to the most appropriate value of the scaling exponent between $\Sigma M_0$ and $V$ (e.g., Chen et al., 2018; De Barros et al., 2019).

In Figure 11a, we track the evolution of the cumulative moment release with the cumulative injection volume and estimate a least-squares fit (in log–log space) to these data for a relationship having the form:

$$\Sigma M_0 = \alpha V^n.$$  

Our results are shown in Figure 11a. For the overall dataset, we find a best-fit value of $n = 1.6$. However, it is apparent that the data may not be best described by a single value. Based on our observations of which stages caused reactivation of the NEF-1, combined with apparent changes in slope of Figure 11a, we divide the data into three periods: stages 1–14, before reactivation of the NEF-1; stages 18–38, while reactivation of the fault was taking place; and stages 39–41, which appeared to miss the NEF-1 at the heel of the well. Doing so, we find best-fit values of $n = 0.8$ for stages 1–14, $n = 3.0$ for stages 18–38, and $n = 0.6$ for stages 39–41.

This variability highlights a challenge that arises when attempting to assess any scaling relationship between cumulative moment and volume if the constant of proportionality ($\alpha$ in equation 4) varies during the process, which might be expected as hydraulic fracturing proceeds along a horizontal well, encountering different volumes of rock that have different geomechanical properties.

We further demonstrate this effect in Figure 11b. Based on our observations in the Statistical Forecasting of Event Magnitudes section, we simulate a scenario whereby event populations are generated with $b = 1.2$ and $\log_{10} S_{\text{ EFF}} = -2.6$ (assuming a linear relationship between $V$ and $\Sigma M_0$) for the first 1600 m$^3$ of injection (representing stages 1–14),

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8.png}
\caption{Figure 8. Examples of $S_{\text{ EFF}}$, $b$, and $M_{\text{MAX}}$ tracked during injection on a stage-by-stage basis for stages (a) 02 and (b) 39. In the lower panels, we track $S_{\text{ EFF}}$ (blue) and $b$ (purple), and in the upper panels, we plot the resulting values of $M_{\text{MAX}}$ (black line) compared with observed events (circles colored by magnitude relative to the TLS thresholds).}
\end{figure}
Assigning Injection Volumes to Seismicity

Verdon and Budge (2018) treated each hydraulic fracturing stage as an independent event and did not treat the volumes cumulatively as injection stages proceeded. In contrast, for the PNR-1z dataset, Figures 9 and 10 show the importance of treating multiple stages in a cumulative manner and that failure to do so would have produced a significant underestimate of the expected event magnitudes for some stages. We believe that the difference in behaviors between the two sites stems from the orientations of the faults relative to the well trajectories. In the Horn River Basin site described by Verdon and Budge (2018), the reactivated faults were orientated roughly perpendicular to the wells. As such, each seismogenic feature was only affected by one or two stages (Kettlety et al., 2019). In contrast, for PNR-1z, the NEF-1 runs obliquely to the well, so this feature was intersected by multiple fracture stages, hence the need to treat these stages cumulatively.

Assigning the appropriate fluid volume when making such assessments remains a challenging issue (e.g., Atkinson et al., 2016). The comparison of the Horn River Basin and PNR-1z examples described previously shows that detailed analysis of microseismic event locations, combined with a geomechanical understanding of the subsurface, is needed to guide such decisions.

CONCLUSIONS

Recent hydraulic fracturing operations at the PNR-1z well were subject to some of the most stringent regulations regarding induced seismicity ever applied to any kind of industrial activity. The operator therefore took a proactive approach to the issue, using real-time microseismic monitoring to make operational decisions with respect to induced seismicity. Microseismic observations allowed us to identify the presence of a pre-existing structure on which elevated levels of seismicity was occurring and to map its extent in the subsurface. This structure produced multiple events that were above the TLS red-light threshold, forcing the operator to stop injection, resulting in wasted stages, when fluid injection ceased before
significant quantities of proppant could be placed. Using the microseismic observations, the operator was able to move to injection locations that were less likely to interact with this structure, thereby increasing the chance of conducting successful stages.

At the same time, we used the microseismic observations to populate a statistical model to estimate an upper bound for the largest expected event size during injection. This model was successful in forecasting the magnitudes of the events that did occur. The forecast maximum magnitudes of $M_{\text{MAX}} < 2$ was within the overall objective set by the regulator to minimize the number of felt events and eliminate the possibility of damaging events. This modeling gave the operator and the regulator confidence that even if the seismogenic structure were to be intersected by further fracturing stages, the level of risk posed was acceptable. This confidence was borne out during operations: further activity did occur on the identified fault, but the largest event to occur had a magnitude of $M = 1.5$, within the expectations provided by the statistical model.

Various options have been suggested to regulate induced seismicity. Fault respect distances (Westwood et al., 2017) require an operator to avoid known faults in the subsurface. However, this case study, along with previous cases (e.g., Igonin et al., 2019; Kettlety et al., 2019), shows that reactivated faults may not be visible on 3D seismic surveys, especially if they have strike-slip displacement. In contrast, imaged faults may not be near their critical stress and therefore do not reactivate. Therefore, the use of fault-respect distances will not provide an effective approach to induced seismicity regulation.

Although more advanced approaches to the mitigation of induced seismicity have been proposed (e.g., Mignan et al., 2017; Verdon and Budge, 2018) and demonstrated (Kwiatek et al., 2019), simple TLSs are the most common form of regulation applied by regulators to mitigate HF-IS. The retroactive nature of these TLSs means that red-light thresholds may be set far lower than the actual level of seismicity that a regulator wishes to prevent. Decisions are based solely on the magnitude of the largest events, which is a reasonable choice if sites are monitored by regional arrays that provide limited detection thresholds and poorly constrained event locations. However, where operators acquire high-quality real-time microseismic data, providing thousands of accurately located events across several orders of magnitude, then a TLS that use only the largest event magnitude, and therefore discards 99.9% of the observations available, seems unnecessarily crude. In this article, we demonstrated how an operator can use microseismicity to assess the seismic risk and make proactive decisions to mitigate induced seismicity in real time. Such an approach is more in line with the type of goal-setting regulation (Lindoe et al., 2012) that has been applied with much success to other aspects of the oil and
gas industry. Induced seismicity poses a risk for other forms of subsurface industrial activity including engineered geothermal systems and the storage of CO₂ in geologic reservoirs. As induced seismicity continues to attract public scrutiny, the proactive real-time use of seismic monitoring, as demonstrated here, could see many other applications.
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