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S U M M A R Y
The 1994 M w 6.0 and 2004 M w 6.5 Al Hoceima earthquakes are the largest to have occurred in
Morocco for 100 yr, and give valuable insight into the poorly understood tectonics of the area.
Bodywave modelling indicates the earthquakes occurred on near-vertical, strike-slip faults
with the nodal planes oriented NW–SE and NE–SW. Distinguishing between the primary
fault plane and auxiliary planes, using either geodetic or seismic data, is difficult due to the
spatial symmetry in deformation fields and radiation pattern of moderately sized, buried, strike-
slip earthquakes. Preliminary studies, using aftershock locations and surface observations,
have been unable to identify the orientation of the primary fault plane for either earthquake
conclusively. We use radar interferometry and aftershock relocation of the earthquake sequence
to resolve the ambiguity.

For the 2004 earthquake, inverting the interferograms for a uniform slip model based either
of the two potential nodal planes results in similar misfits to the data. However, the NE–SW
best-fit fault plane has an unrealistically high fault slip-to-length ratio and we conclude the
NW–SE striking nodal plane is the primary fault plane and slip was right lateral. We carry out
tests on synthetic data for a buried strike-slip earthquake in which the orientation of the fault
plane is known a priori. Independent of geometry, missing data, and correlated noise, models
produced assuming the auxiliary plane to be the fault plane have very high fault slip-to-length
ratios. The 1994 earthquake had a smaller magnitude and comparisons of model misfits and
slip-to-length ratios do not conclusively indicate which of the nodal planes is the primary fault
plane. Nonetheless, the InSAR data provides valuable information by improving the accuracy
of the earthquake location by an order of magnitude.

We carry out a multiple event relocation of the entire earthquake sequence, including after-
shocks, making use of the absolute locations for the 1994 and 2004 main shocks from our InSAR
study. The aftershock locations are consistent with a NW–SE orientated fault plane in 2004 and
suggests that the 1994 earthquake occurred on a NE–SW fault; perpendicular to the fault which
ruptured in 2004. Previous tectonic models of the area proposed a bookshelf model of block
rotation with NNE–SSW left-lateral faults. This model requires modification to accommodate
the observation of right-lateral slip on a NW–SE fault plane for the 2004 earthquake and we
prefer to interpret the fault orientations as due to a zone of distributed shear with a right-lateral
fault striking at ∼115◦ and conjugate, clockwise rotating, left-lateral faults striking at ∼25◦.

Key words: aftershocks, continental deformation, earthquake source mechanisms, fault
model, satellite geodesy, waveform analysis.

1 I N T RO D U C T I O N

Two large earthquakes have occurred in the Al Hoceima Region of

Morocco in the past 11 yr. On May 26 1994, a M w 6.0 earthquake

caused significant damage and two deaths. On February 24 2004,

a M w 6.5 earthquake caused over 600 fatalities with 40 000 made

homeless. These earthquakes are the largest to have occurred in

Morocco for 100 yr, and give valuable insight into the poorly un-

derstood tectonics of this area. Preliminary catalogued solutions

(e.g. Harvard Centroid Moment Tensor) for both earthquakes show
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Table 1. Published source parameters for the 1994 and 2004 Al Hoceima earthquakes, determined using the seismological technique listed in the first column.

Strikes, dips and rakes of the two nodal planes are s1, d1, r1 and s2, d2, and r2, and z is the determined centroid depth, where available. Nodal planes from

moment tensor inversions correspond to the best double couple solution and asterisks (*) denote depths that were fixed in the inversion. Linear vector dipole

components (ε) for the Harvard and USGS moment tensor solutions are calculated using the definition of Julian et al. (1998). Bezzeghoud & Buforn (1999)

waveform-modelled the 1994 earthquake as two subevents, with the first (M w 5.3) event having a mechanism that matches the first motion solution from the

same study, and the second (M w 5.7) having the mechanism listed here. The moment magnitude (M w) is flagged ‘m’ for this entry, and is calculated from the

cumulative moment released by both events. The various source parameters listed here are compared in Figs 3 and 5.

Method s1 d1 r1 s2 d2 r2 z/km ε M w Focal sphere Source publication

1994 earthquake

Moment tensor 17 85 −42 112 48 −173 ∗15 0.30 5.9 Harvard CMT (Dziewonski et al. 1981)

inversion 2 84 −10 93 80 −174 19 −0.01 5.9 USGS (Sipkin 1982, 1986a,b)

First motions 202 60 23 100 72 145 . . . El Alami et al. (1998)

330 77 −45 73 46 −162 . . . Bezzeghoud & Buforn (1999)

Waveform 355 69 2 264 88 159 7 . 5.8m Bezzeghoud & Buforn (1999)

modelling 117 81 −175 26 85 −9 8 . 5.9 This study

2004 earthquake

Moment tensor 113 61 −170 18 81 −29 ∗12 0.24 6.3 Harvard CMT (Dziewonski et al. 1981)

inversion 111 89 −176 21 86 −1 13 0.08 6.4 USGS (Sipkin 1982, 1986a,b)

106 74 −161 11 72 −17 14 0.04 6.3 Stich et al. (2005)

Waveform 298 83 179 28 89 7 6 . 6.4 This study

modelling

strike-slip mechanisms with nodal planes striking at ∼20◦ (left lat-

eral) and ∼290◦ (right lateral) (Table 1).

1.1 Tectonic background

The Alboran Region, an oblique collision zone between the Nubian

and Eurasian Plates, marks the western extent of the Alpine oro-

Figure 1. (a) Location of the Al Hoceima Region of Morocco. (b) Topography and major tectonic features of the Al Hoceima Region of Morocco. Location of

the ascending (tr 230) and descending (tr 270) satellite tracks are also shown. Long arrows are direction of satellite travel and short arrows are the satellite look

direction. Focal mechanisms and earthquake locations are taken from this study. The Jebha Fault is located west of this region. (c) Map showing previously

identified structural trends red-fault; yellow-normal fault; blue-thrust (modified from Ait Brahim et al. 1990).

genic belt (Fig. 1). Using the pole of rotation determined from GPS

data (McClusky et al. 2003), the present-day convergence rate is

5.5 mm yr−1 in a WNW–ESE orientation. Geological estimates of

plate motion based on seafloor spreading rates and transform fault

azimuths place the pole of rotation much further south than the

geodetic estimates, indicating the pole of rotation may have mi-

grated northwards in the last 3 Ma (Calais et al. 2003).
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The 1994 and 2004 Al Hoceima, Morocco earthquakes 1349

The Al Hoceima Region is situated on the Mediterranean Coast

of Morocco, at the junction between the Rif Mountain Belt and the

offshore Alboran Ridge. The Moroccan Rif is part of a highly arcuate

thrust belt which extends to the Betic Mountains in southern Spain.

The area has a complex tectonic history and as a result is highly

fractured with numerous structural trends (Fig. 1c). The principal

geological structures are a series of N–S horsts and grabens and two

parallel left-lateral strike-slip faults, the Nekor and Jebha Faults. The

region is also fractured by a series of NE–SW to N–S striking high

angle faults with left-lateral offsets and a set of minor, conjugate

faults orientated NW–SE with apparent right lateral offsets (Calvert

et al. 1997; Ait Brahim et al. 1990).

The most significant of the N–S grabens is the Lower Nekor

graben, bounded by the NNW–SSE Imzouren and N–S Trougout

Faults and filled with 400–500 m of Quaternary alluvial deposits

(Ait Brahim et al. 1990; Meghraoui et al. 1996). The normal faults,

which are segmented on a 20 km lengthscale, are clearly visible at

the surface as escarpments with exposed fault planes, suggesting

recent activity (Meghraoui et al. 1996). Indeed, the majority of the

region’s microseismicity is located inside the Lower Nekor graben

and displays strike-slip or normal faulting mechanisms (Hatzfeld

et al. 1993).

The Nekor fault is the main geomorphological feature in the re-

gion and has a reported left-lateral geological offset of ∼50 km

(Leblanc & Olivier 1984). The NE–SW orientation of Nekor and

Jebha strike-slip faults is parallel to the direction of thrust sheet

transport within the Rif Mountains. However, further west, similarly

orientated structures coincides with an ocean-continent transition

zone offshore and a normal-thickness to thinned continental crust

transition onshore. As a result there is some debate over whether

the structures formed during the main Rif orogeny or are the result

of an underlying structural trend inherited from the passive margin

of Africa (Morley 1987). Studies of microseismicity have found no

evidence of current activity on the Nekor Fault (Hatzfeld et al. 1993)

and, although these faults may have been important structures dur-

ing the Miocene, present-day strain is likely to be accommodated

on alternative structures, including the N–S system of horsts and

grabens (Ait Brahim et al. 1990).

Previous authors have interpreted the Al Hoceima area as re-

gion of distributed right-lateral shear with crustal blocks orientated

NNE–SSW rotating clockwise, which results in left-lateral strike-

slip motion on their boundaries (e.g. Dillon et al. 1980; Meghraoui

et al. 1996; Calvert et al. 1997).

1.2 Previous observations of the 1994

and 2004 earthquakes

For most earthquakes of medium–large magnitude, the fault plane

and auxiliary planes can be distinguished using surface faulting,

aftershock relocation and/or structural trends. Aftershock locations

for the 1994 earthquake were studied using data from the Moroc-

can regional network (Calvert et al. 1997) and a temporary network

(El Alami et al. 1998). Both studies found a NNE–SSW trend-

ing cluster, 30 km long and 10 km wide and, therefore, concluded

the earthquake occurred on a fault orientated NNE–SSW. However,

the NNE–SSW trending cluster of El Alami et al. (1998) is only

seen for aftershocks ≤3 km deep, which may represent processes

in the upper weaker layers of the crust rather than the fault plane

at depth. When aftershocks at all depths are considered there is no

trend to the aftershock locations. The majority of stations in the

Moroccan regional network used by Calvert et al. (1997) are lo-

cated to the south of the earthquake. There is, therefore, an average

azimuthal gap in station coverage of 200◦. Consequently, the direc-

tion of maximum epicentral uncertainty also trends NNE–SSW and

it is unclear whether this trend is real, or an artefact of the station

distribution.

Following the 2004 Al Hoceima earthquake, tensile en-echelon

and sigmoidal cracks orientated NE–SW to NNE–SSW were ob-

served, leading some researchers (e.g. Ait Brahim et al. 2004; Stich

et al. 2005) to conclude that the earthquake occurred on a left-lateral

strike-slip fault orientated NNE–SSW to NE–SW. No significant

surface ruptures were reported. More than 500 aftershocks with

M ≥ 2.3 were recorded in the two weeks following the main shock,

but preliminary aftershock locations appear as a diffuse cloud over

a 20 by 20 km area with no clear trend (Cherkaoui & Harnafi

2004). Since these observations are unable to unambiguously dis-

tinguish between the primary fault plane and the auxiliary plane

for either earthquake, we use remotely sensed geodetic data and

multiple event relocation of the aftershocks to try to resolve this

ambiguity.

2 S E I S M O L O G I C A L D E T E R M I N AT I O N

O F S O U RC E G E O M E T RY

In order to provide better constraints on the source mechanisms for

the 1994 and 2004 Al Hoceima earthquakes, we model teleseis-

mic long-period waveforms. The method is summarized here, and

is described in more detail elsewhere (e.g. Nabelek 1984; Molnar

& Lyon-Caen 1989; Maggi et al. 2000). Using broad-band seis-

mograms from the Global Digital Seismograph Network (GDSN)

and a deconvolution procedure to change the response to that of a

WWSSN 15–100 s long-period instrument, we invert the resulting P
and SH waveform data for the source time function, scalar moment,

strike, dip, rake, and centroid depth. Constraining the source to be

a pure double-couple, we then use the MT5 version (Zwick et al.
1994) of the algorithm developed by McCaffrey & Abers (1988) and

McCaffrey et al. (1991) to model P, pP and sP phases on vertical

component seismograms in the epicentral distance range 30–90◦,

and S and sS phases on transverse components in the range 30–80◦.

Amplitudes are corrected for geometrical spreading, and for anelas-

tic attenuation using Futterman operators with a t∗ of 1.0 and 4.0 s

for P and SH waves respectively. We use a simple half-space source

velocity model, with Vp = 5.9 km s−1, Vs = 3.4 km s−1, and density

ρ = 2800 kg m−3, corresponding to Lamé elastic constants μ =
λ = 3.23 × 1010 Pa.

2.1 Seismological observations of the 1994 earthquake

Numerous focal mechanisms have been proposed for the 1994

Al Hoceima earthquake, all showing strike-slip motion with either

reverse or normal components (Table 1). Our best-fitting (‘mini-

mum misfit’) fault plane solution has either right-lateral slip on a

fault striking 117◦ ESE, or left-lateral slip on a fault striking 26◦

NNE (Figs 2 and 3a). Both nodal planes are near vertical. Formally,

the best fit is achieved using a centroid depth of 8 km, though neither

the fit to the seismograms nor the best-fitting source orientation are

severely altered for depths between 4 and 12 km.

Our minimum misfit solution provides a much better fit to the

SH waves than to the P waves. This is not unusual for strike-slip

events since, at stations close to the nodal planes, P waves gener-

ally have lower signal-to-noise than SH , and are very sensitive to

velocity structure and the precise orientation of the nodal planes.
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Figure 2. Vertical (top) and transverse (bottom) component waveforms for the 1994 Al Hoceima earthquake. Here, we present our best fitting (‘minimum

misfit’) solution determined from waveform inversion, with strike 117◦, dip 81◦, rake −175◦, depth 8 km, and scalar moment 7.1 × 1017 Nm (M w 5.9). By

modelling the P, pP, and sP phases on the vertical component, and the S and sS phases on the transverse component, synthetic waveforms (dashed lines) were

fitted to the observed ones (solid lines) at each station in the window delimited by two vertical bars. The horizontal timescale for both sets of waveforms is

shown to the lower right of the P focal sphere, along with the source time function (STF), which is parametrized by a series of overlapping isosceles triangles.

Vertical bars and numbers beside each focal sphere denote amplitudes (in μm) of the plotted seismograms. Each waveform is labelled by its station code

and an additional capital letter. The capital letters are ordered clockwise by azimuth and correspond to the event-station ray-path’s intersection with the lower

hemisphere. Lowercase letters by each station provide additional information about waveform alignments and amplitudes. A lowercase b indicates that the

long-period synthetic waveform was aligned with an arrival picked from the original broad-band record; all other records were aligned by eye once sufficiently

accurate synthetics were produced. Stations that were difficult to realign because of their nodal character are labelled n, and were not included in the inversion;

records for which we have made adjustments to the station gain are marked by a lowercase g and were not included in the inversion either. As such, of the 18 P
and 21 SH waveforms presented here, 16 P and 13 SH were used in the inversion.

Although a dip-slip solution (Fig. 3b) produces approximately the

same SH nodal surfaces as the predominantly strike-slip minimum

misfit mechanism, the shapes and, more significantly, the relative

amplitudes of the synthetic P and SH waveforms do not match

those seen in the data. Because there is often a significant trade-off

between centroid depth and source time function duration (particu-

larly for source time functions comprising two distinct pulses, as for

our best-fitting solution) we test the effect of restricting the source

time function to a single triangular element of 1 s half duration,

and allow all other parameters to vary in the inversion (Fig. 3c).

Neither the resulting modelled source parameters nor the fit to the

data were significantly altered, indicating that the modelled double

pulse in the minimum misfit source time function may not pro-

vide an accurate representation of the rupture history. As expected,

the inversion converges on a slightly deeper centroid depth (9 km)

in an attempt to fit the width of the observed seismograms.
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Figure 3. Comparison of published solutions for the 1994 Al Hoceima earthquake (Table 1). Three vertical (P) and three horizontal (SH) component waveforms

from Fig. 2 are displayed for each modelled solution, with dots indicating the station positions in their respective focal spheres, shown left. The modelled strike,

dip, rake, depth (in km), and scalar moment (in N m) are listed above each pair of focal spheres. (a) The minimum misfit solution shown in Fig. 2. (b) Dip-slip

mechanism. This produces approximately the same SH nodal surfaces as the predominantly strike-slip minimum misfit mechanism (a). The shapes and the

relative amplitudes of the synthetic P and SH waveforms do not match those seen in the data. [In this line, the P waveforms are plotted at 1
2 the magnification

of line a]. (c) Simple Source Time Function. Neither the resulting modelled source parameters nor the fit to the data were significantly affected but the inversion

converged on a slightly deeper centroid depth (10 km). (d) Harvard CMT source parameters (as in Table 1). Synthetic seismograms were produced with the

best- fitting source time function and are plotted at 1
3 the magnification of line a. The seismogram amplitudes are overestimated. (e) Bezzeghoud & Buforn

(1999) The double-source solution modelled by Bezzeghoud & Buforn (1999) using eight broad-band P waveforms (f) First motion solution of El Alami et al.
(1998). The source time function and moment were free to vary in the inversion and the centroid depth was fixed at 10 km. The models d–f do not provide as

good a fit to the long period data as our best fitting model (a).

In Figs 3(d)–(f), we compare our model with previously pub-

lished results. The Harvard CMT source parameters (as in Table 1),

are modelled using the source time function that best fits the data.

The fit to the waveform shapes is clearly degraded, and the scalar

moment of 1.0 × 1018 N m overestimates the observed seismo-

gram amplitudes (Fig. 3d). Although Bezzeghoud & Buforn (1999)

waveform-modelled broad-band data for this event using the same

algorithm as we do here, their solution uses just eight P waveforms

and did not use SH records. We have used 16 P and 13 SH wave-

forms in our inversion for all source parameters, and are able to

compare our results with a further two P and eight SH records (all

shown in Fig. 2). For the majority of both vertical and transverse

component waveforms, we align the long- period synthetics with

arrivals picked from the original broad-band data. The solution of

Bezzeghoud & Buforn (1999) does not provide as good a fit to the

long- period data as our minimum misfit solution (Fig. 3e). We model

the first motion solution of El Alami et al. (1998, Table 1), with the

source time function and moment free to vary in the inversion and

the centroid depth fixed at 10 km. The source time function sepa-

rates into two well- separated pulses in an attempt to fit the data and

this source orientation produces a poor fit to the long-period wave-

forms (Fig. 3f).

2.2 Seismological Observations of the 2004 earthquake

The best-fitting solution for the 2004 earthquake shows either a

right-lateral strike-slip fault with a strike of 298◦ NNW or left-

lateral strike- slip with a strike of 28◦ NNE (Figs 4 and 5a). As

with the 1994 event, both nodal planes are near vertical and the

fit to the observed seismograms is significantly better for the SH
records than for the P ones. The centroid depth can take values be-

tween 2 and 9 km without seriously affecting the fit to the observed

seismograms, and there is a significant trade-off between centroid

depth and dip for the NW nodal plane. The dip of this plane varies

between 68◦ for a centroid 3 km deep, and 86◦ for a centroid 10 km

deep. Again, we test the trade-off between centroid depth and source

time function using an inversion restricting the source time function

to be a single triangular element of 1 s half duration (Fig. 5b). The

modelled centroid depth increases (from 6 to 9 km) in an attempt

to match the observed seismogram widths, though the larger event

magnitude and correspondingly longer source time function prod-

uce a more pronounced change in depth here than was seen for

the smaller magnitude 1994 event. This shorter, simpler source

time function degrades the fit to the data, suggesting a longer rupt-

ure history but the exact details are not well constrained. We find
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Figure 4. Waveform modelling results for the 2004 Al Hoceima earthquake. The minimum misfit solution shown here has strike 298◦, dip 83◦, rake 179◦,

depth 6 km, and scalar moment 3.8 × 1018 N m (M w 6.4), displayed as in Fig. 2.

a marginal, but not conclusive improvement in the fit for a rupture

propagating in the direction 118◦, with a corresponding marginal

decrease for directions 298◦, 028◦ and 208◦.

For source parameters from the Harvard CMT catalogue (Fig. 5c)

and Stich et al. (2005) (Fig. 5d), the source time function producing

the best fit is one that separates into many discrete pulses. At stations

such as FRB(P), which plot away from the nodal planes in the focal

sphere, the fit of the Harvard CMT model is comparable to that of

our minimum misfit solution, but is worse for near-nodal stations.

For the model of Stich et al. (2005), the fit at station FRB(P) is

slightly better than our minimum misfit solution, but the overall fit

to the SH waves is poorer.

We produce synthetic seismograms using the source geometry

determined from our InSAR study and allowing the source time

function to vary in order to best fit the waveform data. The synthetic

waveforms are very similar in shape to those from the minimum

misfit solution, though the amplitudes, which are scaled to match

the magnitude from the InSAR study, are slightly overestimated

(Fig. 5e).

3 I N S A R D E T E R M I N AT I O N

O F S O U RC E G E O M E T RY

We use data from ASAR on ESA’s ENVISAT satellite to create 3

interferograms spanning the 2004 earthquake, and data from ESA’s

archive of ERS-1 data to create two interferograms spanning the

1994 earthquake, including interferograms on both ascending and
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Figure 5. Comparison of published solutions for the 2004 Al Hoceima earthquake (Table 1), displayed as in Fig. 3. (a) The minimum misfit solution shown

in Fig. 4. (b) Simple Source Time Function. As for the 1994 earthquake, the shorter source time function moved the modelled centroid to a greater depth.

(c) Harvard CMT source parameters. (d) The solution of Stich et al. (2005). Both c and d fit well for P waves at stations away from the nodal planes (e.g. FRB(P))

but the fit to near-nodal stations and the SH waves is much poorer. (e) Our preferred solution determined from InSAR (model A). The synthetic waveforms are

very similar in shape to the minimum misfit solution, though the larger magnitude of the InSAR model means the amplitudes are slightly over-estimated.

descending tracks for each case (Fig. 1). We process the data us-

ing JPL/Caltech ROI PAC software (Rosen et al. 2004). The topo-

graphic phase is removed using a 3 arcsec ∼90 m resolution digital

elevation model (DEM) generated by the NASA Shuttle Radar To-

pography Mission (SRTM) (Gesch 2006), a power spectrum filter

is applied (Goldstein & Werner 1998) and the interferogram is un-

wrapped using a branch cut method (Goldstein et al. 1988).

The interferograms spanning the 1994 earthquake, ifm1, ifm2
(Table 2, Fig. 6), both have time spans of approximately two years.

In the descending interferogram (ifm1), only one lobe of deformation

is visible and the peak-to-trough line of sight deformation is 8 cm

(3 fringes). The ascending interferogram (ifm2), is more coherent

in the near field and shows two lobes of deformation elongated

NE–SW and a peak-to-trough line of sight deformation of 10 cm

(3 fringes). Qualitatively, this is consistent with a NE–SW fault

Table 2. Interferograms produced for the 1994 May 26 and 2004 February 24, Al Hoceima, Morocco earthquakes.

ifm1 ifm2 ifm3 ifm4 ifm5

Satellite ERS-1 ERS-1 ENV ENV ENV

Date 1 1993-Sep-23 1993-Nov-28 2003-Apr-13 2003-Jun-22 2003-Dec-10

Date 2 1995-Dec-30 1995-Nov-22 2004-Jun-6 2004-Jul-11 2004-Jul-7

Track 280 230 280 280 230

Pass Desc. Asc Desc. Desc. Asc.

B⊥(m) 80 40 54 92 28

Ha (m) 125 250 185 109 360

Time span (days) 828 724 420 385 210

B⊥: Perpendicular Baseline.

Ha: Altitude of Ambiguity.

plane for the 1994 earthquake. The descending interferograms for

the 2004 earthquake (ifm3, ifm4) have time spans of just over a year

and baselines of 54 and 92 m respectively. These interferograms are

coherent over the sparsely vegetated eastern and coastal areas but

over the densely vegetated and more mountainous inland areas are

incoherent. Three lobes of deformation can be seen in the data with

a peak-to-trough line-of-sight displacement of ∼22 cm (8 fringes).

The ascending interferogram for the 2004 earthquake, (ifm5), has a

shorter time span (∼7 months) and smaller baseline (∼28 m) and

shows good coherence over the whole area covered. Two elongated

lobes of deformation are observed with a peak-to-trough line-of-

sight displacement of ∼23 cm (8 fringes). The lobes are elongated in

a NW–SE direction and the fringes pinch together in the northwest.

Qualitatively, this is consistent with a NW–SE fault plane for the

2004 earthquake.

C© 2006 The Authors, GJI, 166, 1347–1362

Journal compilation C© 2006 RAS
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Figure 6. Interferograms (see Table 2). ifm1: Descending track coseismic

interferogram for the 1994 earthquake. ifm2: Ascending track coseismic in-

terferogram for the 1994 earthquake. ifm4. Descending track interferogram

spanning the 2004 earthquake. ifm5: Ascending track interferograms span-

ning the 2004 earthquake. Right-hand column shows original interferograms

before unwrapping, each fringe represents half a wavelength of deformation

(2.8 cm) in the satellite line of sight. Left-hand column shows unwrapped

data; unwrapping was carried out using the branch cut algorithm of Goldstein

et al. (1988) and unwrapping errors fixed manually.

3.1 Uniform slip modelling for the 2004 earthquake

Ground deformation modelling based on far-field geodetic data

alone is not particularly sensitive to the mechanism of the earth-

quake (e.g. Tsuji et al. 1995) so it is vital to have a high density of

near-field observations. For small magnitude, buried earthquakes,

this near-field area is very small and even with quite coherent inter-

ferograms, it can be difficult to identify the fault plane (e.g. Lohman

et al. 2002; Funning et al. 2005).

We perform two inversions on the 2004 Al Hoceima interfero-

grams (Table 3); model A constrains the strike to be within ∼30◦

of the NW–SE nodal plane determined from body wave modelling

(90–150◦) and model B constrains the strike to be within ∼30◦ of

the NE–SW nodal plane (0–60◦). We invert for uniform slip on

a rectangular fault plane using the formulation of Okada (1985)

for rectangular dislocations in an elastic half-space. The inversion

procedure minimizes the squared misfits between the observed and

the predicted satellite line of sight deformation using a non-linear,

downhill simplex algorithm with Monte Carlo restarts to avoid lo-

cal minima (Wright et al. 1999). The source parameters determined

using a simple elastic half-space are very similar to those found

using a more realistic layered elastic half-space, except that rigid-

ity stratification tends to increase the magnitude of slip at depth

(Simons 2002). We use all three interferograms (ifm3, ifm4, ifm5)

but double weight the ascending interferogram (ifm5) to account

for the fact that the descending interferograms are almost identical.

Experiments in which the bottom depth of faulting is unconstrained

produce faults that extend to depths in excess of 100 km. We chose a

maximum fault depth of 18 km based on the aftershock distribution

from the 1994 Al Hoceima earthquake (El Alami et al. 1998). Errors

on the parameters were estimated using a Monte Carlo simulation

of correlated noise (Wright et al. 2003; Lohman et al. 2005; Parsons

2006). For each interferogram, we simulate 100 sets of correlated

noise that have the same covariance function as observed in the data.

The simulated noise is then added to the original interferogram to

create 100 perturbed data sets. The inversion procedure is applied to

each of these data sets and the distribution of best-fitting solutions

provides information on the errors and trade-offs of the solution.

Both models produce a first order fit to the observed deformation

pattern (Fig. 7) and fix the top of the fault at a depth of ∼2 km,

consistent with the absence of a fault scarp at the surface. The rms

misfit to the model based on the NE–SW nodal plane (23 mm) is

marginally greater than that of the model based on the NW–SE

nodal plane (21 mm). However, both are dominated by atmospheric

noise and it is not possible to distinguish between the nodal planes

based on misfit alone. The model based on the NW–SE nodal plane

produces a pure right-lateral fault model with physically realistic

fault parameters. In contrast, the model based on the NE–SW nodal

plane produces a solution with a fault length of ∼1.1 km and slip

of ∼12.9 m. This has a slip-to-length ratio of 1.3 × 10−2 which far

exceeds empirical estimates of the slip-to-length ratio for intraplate

earthquakes which range from 2 × 10−5 to 1 × 10−4 (e.g. Scholz

1990; Funning 2005); hence we consider this model unlikely. A

third model (C) constraining the strike to within 30◦ of the NE–SW

nodal plane and the slip to a more likely value of 1 m produces a

more realistic slip-to-length ratio but increases the misfit to the data.

Our Monte Carlo error analysis of this model finds two clusters of

solutions; one with slip buried at a depth of ∼1 km and another

in which the slip breaks the surface. Since no significant surface

ruptures were observed we quote the solution for the first of these

clusters.

Based on the rms misfits and slip-to-length ratios resulting from

the inversions using uniform slip models, we conclude that for the

2004 Al Hoceima earthquake, a NW–SE primary fault plane is more

consistent with the data than a NE–SW primary fault plane.

3.2 Uniform Slip Modelling using synthetic data

We use synthetic data to provide further insight into the behaviour of

our inversion procedure in situations where models based on either

nodal plane produce similar deformation patterns. This approach

has the advantage that, unlike real data, we know in advance which

nodal plane is the fault plane.

The synthetic example used here is a buried, vertical, right-lateral,

strike- slip fault with a strike of 120◦ and fault geometry given in

Table 4. Using the formulation of Okada (1985) for rectangular

dislocations in an elastic half-space, we produce synthetic interfer-

ograms for both ascending and descending tracks. Initially we use

perfect data without any noise or decorrelation effects (i.e complete

coverage) but reduce the number of data points for inversion by

resampling using a quadtree algorithm (e.g. Jonsson et al. 2002).

We perform two inversions: Model 1 constrains the strike to lie

in the range 90–150◦; and model 2 constrains the strike to lie in

the range 0–60◦. Models based on either of the nodal planes are
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Table 3. Source parameters of the 1994 May 26 and 2004 February 24, Al Hoceima, Morocco earthquakes based on various source models. 1994A: NE–SW

nodal plane; 1994B: NW–SE nodal plane. 2004A: NW–SE nodal plane. 2004B: NE–SW nodal plane. 2004C: NE–SW nodal plane with fixed slip of 1 m.

2004D: Distributed slip on a NW–SE nodal plane.

Model 2004A (preferred) 2004B 2004C 2004D 1994A (preferred) 1994B

Orientation NW–SE NE–SW NE–SW NW–SE NE–SW NW–SE

Strike (◦) 295.4 ± 1.1 203.0 ± 1.1 203.7 ± 2.0 295a 23.3 ± 4.5 113.2±8.1

Dip (◦) 87.4 ± 1.5 88.3 ± 2.3 83.8 ± 4.7 88a 86.9 ± 2.3 74.4 ± 7.2

Rake (◦) −179.2 ± 1.2 −1.2 ± 1.6 −8.4 ± 3.7 −179a −1.2 ± 2.6 −178.6 ± 2.8

Slip (m) 1.4 ± 0.1 12.9 ± 2.1 1a 0.50b 0.69 ± 0.06 0.90 ± 0.56

Length(km) 8.8 ± 0.4 1.1 ± 0.3 8.2 ± 1.0 17b 9.9 ± 1.4 4.7 ± 1.6

Min. Depth (km) 2.1 ± 0.2 3.6 ± 0.2 0.9 ± 0.5 2b 2a 2a

Max. Depth (km) 18a 18a 18a 18b 12a 12a

Slip/Length (×10−5) 16 1300 12 13b 6.9 19

rms misfit (mm) 21 23 26 19 9 10

Lat −3.986c −3.979c −3.982c −4.002d −4.058c −4.061c

Long 35.137c 35.135c 35.138c 35.139d 35.201c 35.197c

Moment (×1018 Nm) 6.2 5.9 4.7 7.4 2.1 1.2

Magnitude (M w) 6.5 6.4 6.4 6.5 6.2 6.0

a Parameters fixed during inversion.
b For the distributed slip model (D), we follow the definitions of Funning (2005) and define the dimensions of the fault by finding the slip contour within which

95 per cent of slip occurs. The mean slip is the average slip within this contour.
c For uniform slip models, the location is defined as the centre of the uniform slip plane projected vertically to the surface.
d For distributed slip models, the centroid is given as the location.

capable of producing a reasonable fit to the first-order deformation

pattern. By accurately reproducing all parameters, the model based

on the fault plane (NW–SE) confirms that, due to the spatial corre-

lation of the signal, little or no relevant information is lost using the

quadtree resampling (Table 1). In contrast, the model constrained to

the auxiliary plane (NE–SW) requires a short fault (2 km) with high

slip (9.1 m). This gives a slip-to-length ratio of 5 × 10−3 which far

exceeds empirical estimates of the slip-to-length ratio for intraplate

earthquakes (e.g. Scholz 1990; Funning 2005). For these models, the

root mean square (rms) misfit to the NW–SE model is significantly

lower than to the NE–SW model.

We repeat the experiment including the effects of decorrelation

and atmospheric noise (Models 3 and 4). The synthetic data are

perturbed randomly using noise based on 1-D covariance function

derived from the real Al Hoceima interferograms (Hanssen 2001;

Wright et al. 2006; Lohman et al. 2005) and a coherence mask

based on the real interferograms is applied. In this case, the same

phenomenon is observed, but the rms misfits are dominated by at-

mospheric noise, so that, while the misfit to the model based on the

fault plane is still lower, the difference between the two values is

much less.

In order to extend this result from the specific geometry of a NW–

SE fault to the more general case of a buried strike-slip earthquake,

we repeat the experiment using synthetic data created assuming a

NE–SW fault plane. Again, the inversion which assumed the aux-

iliary plane to be the fault plane produces a fault model with an

extremely high slip-to-length ratio, while the inversion which as-

sumes the correct nodal plane to be the fault plane identifies the

synthetic fault parameters well. This result is a property of geodetic

data for buried strike-slip earthquakes and is independent of factors

such as fault geometry, missing data caused by decorrelation, and

atmospheric noise.

For a point source, the pattern of ground deformation is identi-

cal whichever of the nodal planes is used as the fault plane. As the

fault length increases, the deformation pattern becomes increasingly

elongated and for long faults (>20 km), the fault plane is clearly

defined, even by visual inspection alone. For short faults, the asym-

metry is less and can be partly obscured by atmospheric noise and

patches of incoherence. Nevertheless, the inversion procedure is ca-

pable of identifying these small differences and correctly identifying

the fault plane.

The results of our synthetic experiment support our conclusions

that the NW–SE nodal plane was the fault plane in the 2004 earth-

quake. Synthetic models assuming the auxiliary plane to be the fault

plane produce an unrealistic slip- to-length ratio as does the model

assuming the NE–SW nodal plane was the fault plane in the 2004

earthquake.

3.3 Distributed slip modelling for the 2004 earthquake

Once the correct orientation of the fault plane has been identified,

the model can be refined by solving for the distribution of slip on

the fault. Using the fault geometry for a NW–SE fault plane deter-

mined using uniform slip modelling and extending it along strike

and downdip, we subdivide the fault into an array of 24 by 18 square

elements each measuring 1 km by 1 km. Following the method of

previous authors (e.g Du et al. 1992; Jonsson et al. 2002; Wright

et al. 2003), the following equation (1) can then be solved to find

the slip on each element, m using a non-negative least-squares al-

gorithm (Bro & De Jong 1997)(
A

γ 2∇2

)
(m) =

(
d

0

)
(1)

where A is the matrix of Green’s functions containing the line-of-

sight displacement resulting from 1m of slip on each element calcu-

lated using the elastic dislocation formulation of Okada (1985); ∇2

is the finite difference approximation of the Laplacian smoothing

operator used to prevent unphysical short wavelength slip variations

and γ 2 is the scalar weight factor which determines the weighting of

the smoothing. For high values of γ 2, the solution is over-smooth and

fits the data poorly; for low values the fit to the data is good, but the

solution contains unphysical variations in slip. A good value is cho-

sen by plotting solution roughness, defined to be the mean absolute
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Figure 7. Models and residuals for uniform slip inversions for 2004 earth-

quake. A:.NW–SE nodal plane. B: NE–SW nodal plane. D: Distributed slip

on a NW–SE nodal plane. Each fringe represents 2.8 cm of line-of-sight

displacement.

Laplacian, against misfit for a range of γ (Fig. 8e). This compares

well with the optimum value found using Akaike’s Bayesian Infor-

mation Criterion (ABIC) (Yabuki & Matsu’ura 1992; Fukahata et al.
2004; Funning 2005).

The resulting slip distribution is elliptical in shape with a max-

imum slip of 2.1 m in the centre of the fault at a depth of ∼8 km

and ≤14 cm in the top 1 km, consistent with observations (Fig. 8a).

Model interferograms and residuals based on this slip distribu-

tion are shown in Fig. 7. The rms misfit to the data is reduced to

19 mm.

As for our uniform slip models, we investigate the errors on the

solution by applying the inversion to 100 perturbed data sets with

the same noise characteristics as the interferograms. The standard

Table 4. Source parameters for a synthetic buried strike-slip earthquake

based on various source models. Synthetic: Parameters for synthetic buried

strike-slip earthquake. 1,3: NW–SE nodal plane. 2,4: NE–SW nodal plane.

Model Synthetic 1 2 3 4

Orientation NW–SE NW–SE NE–SW NW–SE NE–SW

Noise – No No Yes Yes

Coherence Mask – No No Yes Yes

Strike (◦) 300 300 30 301 32

Dip (◦) 90 90 90 88 89

Rake (◦) −180 −180 1 179 2

Slip (m) 1.0 1.0 9.1 1.0 8.4

Length(km) 10.0 10.0 2.0 11.0 2.0

Min. Depth (km) 2 2 5 2 5

Max. Depth (km) 18 18 12 15 12

Slip/Length (×10−5) 10 10 500 9 400

rms (mm) – 0.2 6 9 11

deviation of the solutions gives a measure of the error on the amount

of slip on each element (Fig. 8b). The errors increase with depth

reaching a maximum of ∼12 cm at a depth of ∼12 km.

The resolution matrix, R is given by the solution to,[
As

T As

]
R = AT A (2)

where As is the matrix, [Aγ 2∇2]T of Green’s functions with smooth-

ing. We invert for each column of R using a non-negative least-

squares inversion. Each column contains the model parameters

found when inverting synthetic data produced by placing 1 m of slip

on the corresponding element (Menke 1989; Du et al. 1992). If the

model is perfectly resolved, R will be an identity matrix. We define

the horizontal and vertical resolution lengthscale at each element to

be the total dimensions of the elements in the horizontal and vertical

direction for which the value in the resolution matrix is greater than

1/e of the maximum (Figs 8c and d). At the depth of peak slip the

horizontal resolution is 13 km and the vertical resolution 11 km,

comparable to the dimensions of the fault. For earthquakes of this

size, and smaller, modelling slip distributed over a fault plane ap-

pears not to be a significant improvement over the simpler, uniform

slip model. Indeed the rms misfit to the distributed slip inversion

(19 mm) is not significantly lower than for the uniform slip inver-

sion (21 mm). The resolution of the model could be improved by

reducing the weighting of the smoothing parameters, but while this

would reduce the misfit to the data (Fig. 8e), the errors on the slip

distribution would increase (Backus & Gilbert 1970; Wright et al.
2006).

3.4 InSAR model of 1994 earthquake

The focal mechanism of the 1994 Al Hoceima earthquake is

very similar to that of the 2004 event but previous studies

(e.g. Bezzeghoud & Buforn 1999; Calvert et al. 1997) favour a

NE–SW trending fault plane. The interferograms constructed for

the 1994 earthquake are less coherent than for the 2004 earthquake

and the observed pattern of deformation is incomplete. Neverthe-

less, we use the same uniform slip inversion and error estimation

procedures as described previously and produce two models, one

assuming that each of the nodal planes is the fault plane (Fig. 9).

As expected, the Monte Carlo error analysis shows the solutions

are less well constrained than for the 2004 earthquake and we see

significant trade-offs between strike and position, slip and length,

moment and length. The solutions are primarily determined by the

ascending interferogram, which is more coherent in the near field.
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Figure 8. Model, Errors and Resolution of the distributed slip inversion for the 2004 Al Hoceima, Morocco earthquake. Vertical axis represents depth (km).

(a) Slip on the fault plane. (b) Errors on the slip calculated using a Monte Carlo Error estimation technique. (c) Horizontal resolution lengthscale. (d) Vertical

resolution lengthscale. We define the resolution at each element to be the number of elements in the horizontal and vertical direction for which the value in

the resolution matrix is greater than 1/e of the maximum. (e) Trade-off curve for misfit and roughness for distributed slip solution. This is used to find a good

weight factor for the smoothing.

As with the 2004 earthquake, both models fit the first order pattern

of deformation and the rms misfits are not significantly different.

The slip-to-length ratio is larger for the NW–SE model (1994B)

than the NE–SW model (1994A) but both lie within the range of

parameters considered to be ‘physically reasonable’. In this case,

the InSAR data appears to be incapable of distinguishing which of

the nodal planes is the fault plane.

We have been able to distinguish between the primary fault plane

and auxiliary plane using InSAR observations in the case of the 2004

earthquake, but not for the 1994 earthquake. In part, this is because

the 1994 earthquake is closer to the coast and a significant proportion

of the deformation pattern is offshore. However, in general, the

nodal plane ambiguity will also be harder to resolve for smaller

magnitude earthquakes. The amount of ground deformation for the

1994 earthquake (3 fringes) is smaller than for the 2004 earthquake

(8 fringes), but the level of atmospheric noise remains unchanged.

The lower signal-to-noise ratio means all the source parameters are

less well resolved reducing our ability to distinguish between nodal

planes. The smaller magnitude might also be expected to correspond

to a shorter fault length. As shown by our synthetic experiments,

the closer the source becomes to a point, the more difficult it is to

distinguish between nodal planes based on the deformation pattern.

In this case, comparing the fault lengths from the best-fitting models

of the 1994 and 2004 earthquake shows no statistically significant

difference in fault length. However, the source parameters for the

1994 earthquake are less well resolved and there are significant

trade-offs between fault length, slip and fault depth.

Regardless of which nodal plane is considered to be the fault

plane, the InSAR data is capable of improving the accuracy of

the earthquake location over previous seismological estimates. Both

models locate the 1994 earthquake ∼11 km to the NW of the 2004

earthquake (Fig. 9). We conclude that the spatial distribution of our

data is not sufficient to determine the orientation of the fault, but

does provides useful constraints on location.
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Figure 9. Models and residuals for uniform slip inversions for the 1994

earthquake. A: NE–SW fault plane. B: NW–SE fault plane.

4 M U LT I P L E E V E N T R E L O C AT I O N

O F T H E A L H O C E I M A E A RT H Q UA K E

S E Q U E N C E

4.1 Relative locations

The epicentral pattern of the 1994 and 2004 earthquake sequences is

investigated by a multiple event relocation study using the hypocen-

troidal decomposition method (HDC) of Jordan & Sverdrup (1981).

By relocating a cluster of earthquakes from a limited source region

simultaneously, path-correlated traveltime errors can be removed

from the problem and the relative locations of the events can be de-

termined with greater accuracy. The HDC method is distinguished

by the separation of the problem into two quite separate problems,

estimation of the relative locations of events in the cluster (cluster

vectors), followed by location of the entire cluster as if it were a

single earthquake, whose location is defined by the hypocentroid.

This two-step process is repeated iteratively several times to con-

vergence. An important part of the analysis is the progressive iden-

tification and flagging of outlier readings based on analysis of the

path-corrected ‘cluster residuals’ of all arrival time readings for a

given station-phase combination. This is done between successive

runs of the program.

A cluster of earthquakes in the Al Hoceima region is assembled

by searching the catalogues of the ISC and the USGS’s Preliminary

Determination of Epicenters (PDE) catalogue for earthquakes in

the period 1964–2004, in a radius of approximately 75 km from the

2004 epicentre. A preliminary cluster of 90 events was trimmed to

58 events within about 40 km of the 1994 and 2004 main shocks

through a series of preliminary relocations that identified earth-

quakes with poor data quality based on inspection of the confidence

ellipses. For the earthquakes selected, between 17 and 446 station-

phase combinations were available for each, with station azimuths

ranging from 30◦ to 230◦. The largest semi-axis of a cluster vec-

tor 90 per cent confidence ellipse is 7.3 km. In the final cluster of

58 earthquakes, ten are associated with the 1994 event and its af-

tershocks through 1994 October; 19 are associated with the 2004

event and its aftershocks through 2004 June.

Prior to the HDC analysis, cluster events are relocated individu-

ally to determine the best source depth. Depth is fixed in the HDC

analysis because only a few events have adequate arrival time data

(i.e. depth phases) to estimate depth as a free parameter. A default

depth of 10 km is used when there is insufficient data to constrain the

depth. Errors in assumed depth of 10–20 km have little influence on

the epicentres estimated in the HDC analysis. The hypocentres of the

1994 and 2004 main shocks are set at 10.1 and 9.2 km, respectively,

based on the waveform modelling and inferred slip distributions

described elsewhere in this study.

The HDC analysis uses arrival time data for all primary and most

secondary body wave phases at all epicentral distances greater than

3.0 degrees. Traveltimes and derivatives are calculated from the

ak135 model (Kennett et al. 1995), corrected for ellipticity and

station elevation. Phase identification for all readings is done in a

probabilistic manner, similar to the method described by Engdahl

et al. (1998) for re-identifying depth phases. Readings are weighted

according to station-phase specific estimates of reading error, based

on analysis of the path-corrected cluster residuals in preliminary

HDC inversions. Additional weighting is done on a phase-specific

basis to account for observed departures of different phases from

the ak135 traveltime model (e.g. Kennett et al. 1995).

HDC analysis results in changes of as much as 40 km in the

relative locations of these earthquakes, using ISC and PDE locations

as starting locations. For 24 events the change in relative location

exceeded 10 km. For most events the relative location is determined

to within a few km at the 90 per cent confidence level.

The aftershocks of the 1994 and 2004 earthquakes define a zone

which could be interpreted as either a single curved fault or a pair

of faults perpendicular to each other (Fig. 10a). While many strike-

slip faults are curved (e.g. Denali Fault, Alaska), the change in

strike occurs over a much greater distance and the resulting space

problems are accommodated by secondary faulting. If we explain

the Al Hoceima aftershock patterns with a single curved strike-slip

fault, the strike of the fault would have to change by 90◦ over a

distance of only ∼30 km. We prefer to interpret the pattern as a pair

of conjugate strike-slip faults corresponding to the nodal planes

from our bodywave seismology and InSAR studies.

Both the 1994 and 2004 earthquakes have aftershocks that oc-

cur on both faults. While previous studies have indicated that large

earthquakes can rupture two conjugate faults (Robinson et al. 2001),

we prefer, for simplicity, to assume that each earthquake occurred

on a single fault and the resulting stresses triggered aftershocks on

the conjugate fault (Das & Scholz 1981; Stein 1999).

4.2 Absolute locations

Because of unmodelled lateral heterogeneity in the Earth, the abso-

lute (geographic) location of the cluster, determined by minimizing
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Figure 10. Multiple Event Relocation for the Al Hoceima Region. (a) Cluster of 58 events from 1964 to 2004. Error ellipses are shown at the 90 per cent

confidence level. (b) Aftershock sequences from the 1994 (blue) and 2004 (red) earthquakes. The locations of the 2004 aftershocks match well with the NW–SE

model determined using InSAR. The locations of the 1994 aftershocks show no relation to the NW–SE fault model determined using InSAR suggesting the

1994 earthquake occurred on a NE–SW fault.

the traveltime residuals relative to the ak135 model, is expected

to be biased. Studies with ground truth data suggest this bias can

be as much as 15 km for a cluster, and even larger for individual

earthquakes. For this study, we use HDC only to determine more

accurate relative locations of the cluster events, and calibrate the

absolute location of the cluster by referencing the main shocks to

the fault planes determined by analysis of InSAR data. The rela-

tive location of the 1994 and 2004 main shocks is very strongly

constrained by the seismic data, because so many stations observed

both events. The vector between the two events is maintained in our

choice of reference locations for them along their respective fault

planes. Because the 1994 and 2004 fault planes are conjugate to

one another, a strong constraint is placed on the absolute location

of the cluster’s hypocentroid, and therefore, on the epicentres of all

the individual earthquakes. It is worth noting that differences in the

signal-to-noise ratio for events of significantly different magnitude

(i.e. main shocks and aftershocks) may lead to systematic discrep-

ancies in picking. The relative location of the main shocks with

respect to the aftershocks may thus be biased and the associated

uncertainties underestimated.

The most reasonable match to the observed data (both seismolog-

ical and InSAR) places the epicentre of the 1994 main shock near the

centre of the inferred NE–SW trending fault plane, and places the

epicentre of the 2004 main shock about 2/3 of the distance toward

the eastern end of the inferred NW–SE fault plane. The absolute lo-

cations of the aftershocks of the 1994 and 2004 are compared with

the InSAR models of the earthquakes in Fig. 10(b). The 90 per cent

confidence ellipses plotted in Fig. 10(b) include both the uncertainty

in relative locations based on the HDC analysis, and the uncertainty

in the ‘ground truth’ locations of the 1994 and 2004 main shocks

that were used to calibrate the absolute location of the cluster. The

ground truth locations are both assigned a 90 per cent confidence

ellipse with semi-minor axis length 1.0 km, semi-major axis length

2.0 km, and with the semi-major axis oriented along strike.

The majority of the aftershocks of the 2004 earthquake lie along,

or slightly to the south of the 2004 InSAR fault model with a few

along the conjugate NE–SW fault. Although aftershocks from the

1994 earthquake occur along both the NW–SE and NE–SW faults,

the NW–SE fault defined by the aftershocks is not aligned with the

NW–SE InSAR fault model. We conclude that it is most likely that

the 1994 earthquake occurred on the NE–SW fault and the 2004

earthquake occurred on the NW–SE fault.

5 D I S C U S S I O N

The Eurasia–Nubia plate velocity in the Western Mediterranean

is small (∼5 mm yr−1) and earthquake magnitudes rarely ex-

ceed 5 (on the 420 km of plate boundary shown in Fig. 12, only
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Figure 11. Schematic conjugate fault model for the Al Hoceima Shear Zone.

P and T axes of the two earthquakes are shown and are consistent with the

plate motion vector determined from GPS (McClusky et al. 2003)

28 M = 5–6 earthquakes have occurred in the last 25 yr, and only

four M > 6). While small earthquakes and microseismicity can

help identify active structures and the overall stress regime, large

earthquakes accommodate the majority of the strain across the plate

boundary and are key to understanding kinematics. The 1994 and

2004 Al Hoceima earthquakes are the largest to occur in Morocco in

the last century and so are vital to our understanding of the tectonics

of the region.

The combination of results in this study suggests that the 1994

Al Hoceima Earthquake occurred on a left-lateral fault striking∼26◦

and the 2004 Al Hoceima Earthquake occurred on a right-lateral

fault striking ∼295◦. Previous tectonic models of the region have

proposed a bookshelf model of block rotation with NNE–SSW left-

lateral faults (Dillon et al. 1980; Meghraoui et al. 1996; Calvert

et al. 1997). Our observations of the 2004 earthquake suggests minor

modification to such models. We consider the region to be a zone of

distributed shear with strain taken up on a pair of conjugate faults

(Fig. 11). The P and T axes of the 1994 and 2004 earthquakes are

almost identical, despite the fault planes being perpendicular, and

are consistent with this model.

A remarkable similarity exists between the Al Hoceima earth-

quakes and the 1987 Superstition Hills, California earthquake se-

Figure 12. The north coast of Morocco and Algeria showing recent large earthquakes. The nature of the plate boundary between the strike-slip faulting in

Al Hoceima, Morocco and the thrust faulting in Algeria is unknown. Arrows give the Eurasia–Nubia plate velocity (McClusky et al. 2003). Slip vectors are

shown for earthquakes of magnitude 6+ (two possible slip vectors are shown for the Mascara earthquake).

quence. An Ms 6.2 event ruptured the NE–SW left-lateral Elmore

Ranch Fault, a cross fault perpendicular to the NW–SE zone of dis-

tributed shear. Eleven hours later, a Ms6.6 event occurred on the

NE–SW right-lateral Superstition Hills main fault (Hudnut et al.
1989). The first event is thought to have reduced the normal stress

on the main fault. The geometry of the two earthquake sequences

is very similar and it is reasonable to assume the stress transfer

would also have been similar. The time difference between the two

Al Hoceima earthquakes (11 yr) is much greater than for the Super-

stition Hills sequence (11 hr), either suggesting a different initiation

mechanism is responsible, or reflecting the different times of the

two faults in their seismic cycles.

In the example of the Superstition Hills earthquake sequence

and other examples of conjugate strike-slip faulting, such as the

Bingol/East Anatolian Fault, Turkey (Milkereit et al. 2004) and the

Dasht-e-Bayaz/Abiz Faults, Eastern Iran, (Berberian et al. 1999;

Walker et al. 2004), one fault is clearly identifiable as the main

fault, with a secondary cross fault. The situation with two roughly

equal size faults is not stable, and we would expect one fault, in

this case probably the NW–SE fault, to evolve into a more major

structure.

Even retrospectively, with well-defined location and orientation,

it has not been possible to identify either fault using remote sensing

data such as Landsat imagery and Digital Elevation Models. This

area is not ideal for geomophological studies since the topography

and drainage are dominated by previous structures and the faults

do not reach the surface. Nonetheless, we would expect a strike-

slip fault which had undergone several earthquakes to create some

observable surface features. The absence of any such features leads

us to suspect that the Al Hoceima earthquakes occurred on faults

which may have formed recently.

Further east along the plate boundary, there is a well-defined

zone of thrust faulting in Algeria, ∼200 km to the east of

Al Hoceima with two recent large earthquakes, 1980 Ms 7.3

El Asnam and 2003 M w 6.8 Zemmouri. In both cases, the earth-

quakes occurred on faults dipping 50–60◦ SE and striking NE,

and have slip vectors approximately parallel to the plate velocity

(e.g. Yielding et al. 1981; Meghraoui et al. 2004). In this region,

smaller earthquakes often show strike-slip mechanisms similar to

that of the Al Hoceima earthquakes (Fig. 12).

The slip vector of the 2004 Al Hoceima earthquake(Fig. 12)

is parallel to the Nubia–Eurasia plate velocity as measured using
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GPS (McClusky et al. 2003). The mechanisms by which the plate

motion is accommodated depends on the local orientation of the

plate boundary zone. Areas in which the plate boundary is parallel

to the plate motion, such as Al Hoceima, will be dominated by strike-

slip faulting. In areas where the plate boundary is perpendicular to

the plate motion, there will be pure thrusting; and in areas where

the plate boundary is oblique to the plate motion, such as northern

Algeria, there will be a mixture of thrust and strike-slip faulting. The

region between Al Hoceima and Mascara has few recorded earth-

quakes (Fig. 12), although it must be actively deforming and further

study is warranted.

6 C O N C L U S I O N S

Initial seismological and field-based observations of the 2004 Al

Hoceima earthquake were ambiguous, suggesting the earthquake

could have occurred on either a left-lateral NE–SW fault plane or

a right-lateral NW–SE fault plane. From synthetic modelling of a

buried strike-slip fault we have demonstrated that models based on

either nodal plane are capable of reproducing the first order pattern of

ground deformation. However, an inversion of synthetic data based

on the assumption that the auxiliary plane is the fault plane will

produce an unrealistically high slip-to-length ratio. Deformation

patterns seen in coseismic interferograms for the 2004 Al Hoceima

earthquake can, to the first order, be fitted with either a NW–SE

right-lateral fault or a NE–SW left- lateral fault. The NE–SW fault

model produces an unrealistically high slip-to- length ratio on a

short fault, suggesting that the NE–SW nodal plane is the auxiliary

plane. We conclude that the fault plane of the 2004 Al Hoceima,

Morocco earthquake is orientated NW–SE.

We investigated the epicentral pattern of the 1994 and 2004 earth-

quake sequences by a multiple event relocation study using the

hypocentroidal decomposition method, with the locations of the

1994 and 2004 earthquakes from the InSAR study as reference lo-

cations. The aftershock locations of the 1994 earthquake are consis-

tent with a fault plane orientated NE–SW. We conclude that the two

earthquakes occurred on a pair of conjugate faults in a right-lateral

zone of distributed shear orientated NW–SE.

The nature and location of faulting along the ∼200 km of plate

boundary between the strike-slip faulting of the Al Hoceima region

and the thrust faulting near the El Asnam and Zemmouri earthquakes

is unclear. This area warrants a careful geomorphological study to

assess the seismic hazard posed by structures which are potentially

active and may be accommodating significant amounts of Nubia–

Eurasia plate motion.
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